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ABSTRACT 
Based on a new formulation derived from array signal pro- 
cessing theory, we develop in this contribution the Subspace- 
Tracking Array-Receiver (STAR) for cellular CDMA in a 
multipath environment. The new receiver, STAR, shows 
fast tracking capability in the presence of strong nonsta- 
tionarities, requires a low order of computational complex- 
ity and increases the uplink capacity of the CDMA system 
in terms of number of users per cell. 

1. NEW FORMULATION AND MODELING 

The application of array signal processing techniques to 
wireless communications is of significant current research 
interest. These techniques are very promising particularly 
in cellular CDMA [l], after Suard et al. [2] and Naguib and 
Paulraj [3], and others, first introduced array beamform- 
ing in a 2D-RAKE receiver. Here, we propose a Subspace- 
Tracking Array-Receiver, STAR. This new receiver has a 
very simple structure and outperforms [2] and [3] in capac- 
ity by almost a factor of 2. 

We consider a CDMA cellular system with base-stations 
equipped with a receiving antenna of M sensors. We assume 
that U is the number of users received by this antenna. The 
PSK bit sequence of each user is first differentially encoded 
(i.e. DPSK) at  the rate 1/T where T is the bit duration. 
Then it is spread by a personal code at the rate l/Tc with 
a processing gain defined by L = TIT,, where Tc is the chip 
pulse duration. We also assume a multipath environment, 
where P is the number of paths. 

At time t ,  the observation vector received by the an- 
tenna array can be written as follows: 

T I  P 

i=l p=l 

where: 

xi,p ( t )  = -k%,p(t)Ui (t -7i.p (t))bi (t-Ti,p(t))Ci ( t  -Ti,p(t)). 

In ( l ) ,  b i ( t )  is a DPSK sequence of the it" user and a:(t) is 
its controlled power at transmission. For the sake of sim- 
plicity and without loss of generality, the spreading code 

P W  
( t )  

0-7803-3944-4/97/$10.00 0 1997 IEEE 

G ( t )  of the it" user is assumed to be periodical with period 
T. Over each bit duration t E [O,T[, the code period is ob- 
tained by a personal random binary PN sequence of length 
L spread by a given chip pulse with any time-limited shape 
over [O,T,[. The M-dimensional complex vector &p(t) and 
q p ( t )  E [O,T[ respectively denote the fading and the ar- 
ray response from the ith user to the antenna elements of 
the base-station and the propagation time delay along the 
p'" path. We assume here both multipath channel param- 
eters to be slowly varying in time and locally constant as 
compared to the bit duration T. The effects of the shad- 
owing and the path loss are respectively modeled by pi ( t )  
and r"t) where ri(t) is the distance from the user to the 
base-station and d is the path loss exponent. We assume 
their variations in time to be very slow as compared to T ,  so 
that they are nearly constant over several bit durations. For 
power control, a;( t )  is updated at the bit rate 1/T so that 
a;(t - T ; , p ( t ) )  N ai(t) .  Finally, the M-dimensional complex 
vector N ( t )  denotes the additive thermal noise received at 
the antenna elements. 

Without loss of generality, we consider that the index, 
say i o  E ( 1 , .  ,U}, refers to the user of interest located 
in the cell covered by the base-station. For the sake of 
simplicity, we actually omit the index i o  and reformulate 
Eq. (1) as: 

P 

X(t> = w x G P ( t ) & P ( t ) b ( t  - TP(t))C(t - .P(t>)+W> 7 (2) 
p=l 

where T(t )  denotes the noise term due to thermal noise and 
to the interference from the other users. Along the pth path, 
G P ( t )  = (m/ llGio,p(t)[l) B;O.P(t) is a propagation vector 
with norm J7i? and ~ ; ( t )  = IlGio,p(t)112 / xi='=, llGio,~(t)ll2 
is the fraction of the total power 

P 

$"t) = (Pio(t)/r$(t))2 d0(t> llGiO,P(~)Il2 / M  
p=l 

received from the desired user (i.e. '& $( t )  = 1 ) .  In this 
new equation, we normalized all the quantities involved in 
the classical model of Eq. (1) and confined their power 
variations in the total received power $2(t). This simple 
reformulation is more appropriate to array signal processing 
techniques. 
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2. THE PROPOSED STRUCTURE OF STAR 

We assume that the multipath time delays T p ( t )  are per- 
fectly estimated and tracked as in [2],[3]. Since the time- 
delay synchronization and tracking (see [l]) are not the fo- 
cus of this paper, we assume the multipath delays to be 
constant in time (i.e. ~ ~ ( t )  = T~). The variable-delay prob- 
lem will actually be addressed in a future publication as a 
generalization of this work 141. 

At this stage we define at thepth path the post-correlated 
observation vector at the discrete time indexes n = 0,1,2,. . . 
by: 

Z p , ,  = - X ( t  + ~p + nT)c(t)dt , (3) 1’ 
and have: 

Zp,n = $nGp,nEp,nbn + Np,n = G p , n S p , n  + Np,n . (4) 
By virtue of the stationarity assumptions stated earlier, we 
assumed in the development of Eq. (4) that $(i + T~ + nT), 
Gp( t  + rp + nT) and E p ( t  + rp + nT) are constant during 
the integration interval t E [O,T] and respectively equal to 
$n, Gk,n and&k,,for k , p E  {l,.-.,P}. Ontheotherhand, 
the sequence b(t + nT) is constant over the bit duration T 
and equal to b, for t E [0, TI, while c(t  + nT) is periodical 
of period T and equal to c(t).  

In Eq. (4), we have for each path a classical equation 
of a narrowband instantaneous mixture model where Sp,n  is 
the signal component. At this point, we can apply array sig- 
nal processing techniques developed in [5],[6] for subspace- 
tracking to adaptively identify GP,, and extract sp,,. 

We next explain the structure of STAR. Assume that 
estimates of Gp,, say G,,, are available at each iteration n. 
We explain below how to track G,,, by a subspace-based 
tracking procedure. From these estimates, we can extract 
the signal component sp,, for p E (1, . . . , P} by any distor- 
tionless beamformer W,,, (i.e. W,’fnGP,, = 1). For thesake 
of simplicity (see discussion in section 3), NP,, can be rea- 
sonably approximated as uncorrelated white noise for which 
a Delay-Sum (DS) beamformer (i.e. W p , n  = Gp,n/M) is 
optimal for source extraction: 

Note that the Real{.} function in (5) extracts the real se- 
quence S p , n  = $,Ep,,bn and further reduces the power of 
the residual interference in gP,, by half, contrary to  [2],[3]. 
Actually, instead of the DS beamformer, a Generalized Side- 
lobe Canceler (GSC) structure can be selected to adap 
tively implement the Linearly Constrained Minimum Vari- 
ance (LCMV) beamformer [6]. This beamformer, whose 
incorporation is presently under study, is shown [6] to be 
optimal for coherent source extraction in colored noise un- 
der some linear constraints such as null constraints. 

Next we address the problem of power estimation and 
control. The total power received from the desired user can 
be estimated as follows: 

where CY << 1 is a smoothing factor of the power estimate. 
To obtain Eq. (6), we have used E,’=, i;,, = 1. For power 
control, $: should be confined to the desired total received 
power say $Zpt within an acceptable relative deviation, say 
6 << 1. The control is achieved over the transmitted power 
u t -  (t)  in (1) using the following rule: 

(1 - &a> if +> (1 + 6,) &pt , 
(1 + a )  aB if $f < (1 - 8,) +Zpt , (7) 

The increment 6, << 1 is the relative change in power trans- 
mitted by the user. Notice here that a one-threshold rule 
can be easily used instead of (7). Although the power con- 
trol is forxnulated for an adaptation at each bit duration 
T, in practice the changes can be made less frequently at 
larger time intervals. 

Now the DPSK bit sequence b, can be directly esti- 
mated by the following decision equation: 

{ otherwise. 
d+l= 

where 6, is the decision variable. Note that this equation 
can be easily adapted to other constellations. Contrary to 
[2],[3], we apply in (8) optimum gain combining instead 
of equal gain combining. In addition, we only use the 
beamformer outputs at the current sampling instants in- 
stead of the current and previous sampling instants. In [3], 
the source components sp,, are estimated over the P paths 
within unknown phase shifts. Hence the previous samples 
are required to compensate the phase shifts in the decision 
variable of [3]. On the other hand, we take advantage of 
the constant modulus property in Eq. (8) and reduce these 
phase shifts to a simple sign ambiguity as shown below. 

Indeed, we separately track each propagation vector 
Gp,n for p = l , . . . ,  P ,  by the following subspacebased 
tracking procedure [5],[6]: 

where pp, ,  is an adaptation step-size, possibly normalized, 
and * denotes complex conjugation. 

A similar equation was first proposed in [7] for principal 
component analysis in neural networks. As shown in [8], 
this equation adaptively converges in the general case to the 
eigenvector associated with the largest eigenvalue of Rz, , 
where RzP = E[Zp,,ZEn] is the post-correlation covariance 
matrix over the pth path. Assuming the noise Np,, in (4) 
to be white and uncorrelated as stated earlier, Eq. (9) 
converges to Gp,n for p = 1, , P ,  within unknown phase 
shifts. In this case, the source components sp,, manifest 
the opposite phase shifts in ( 5 ) .  However, using the Real(.} 
function in (5)  forces back these phase shifts to adapt all to 
either 0 or R. 

This constant modulus property of the DPSK sequence 
b,, implemented in (9) through gP,,, finally guarantees con- 
vergence within a sign ambiguity (i.e. GP,, rz ItGP,, when 
n + CO). This ambiguity has no consequences other than 
changing the signs of -2p.n and 6, in (5) and (8) respectively, 
since b, is a DPSK sequence. p=l 
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3. PERFORMANCE EVALUATION 

We compare in this section the performance of the proposed 
algorithm with the techniques developed in [2],[3]. In these 
contributions, the spatially colored noise case is advanta- 
geously addressed. Usually, with a uniform distribution of 
users, the noise is colored when the number of users in the 
system is small. Under this condition, their total interfer- 
ence is relatively small and significantly reduced after cor- 
relation and has a negligible effect on the structure of the 
post-correlation covariance matrices Rz, . Hence, even in 
this situation, the propagation vectors G,,, still constitute 
the principal eigenvectors of these matrices without notice- 
able deviations. 

Otherwise, for the large capacity scenarios in which we 
are interested, the noise becomes almost white and uncor- 
related, as assumed in this paper, when many users are 
present in the system. We are presently studying exact 
solutions in the colored noise case. Such solutions might 
be useful in particular situations where the distribution is 
nonuniform in the presence of strong localized interference 
.sources. 

Now in the white noise case considered, assuming a per- 
Fect power control situation where all the users are received 
at their corresponding base-stations with a power equal to $zpt, we can write the signal to interference plus noise ratio 
at the output as follows: 

where U$ is the total received interference power, C is the 
number of users in the desired cell (i.e. capacity), and U; 

LS the power of thermal noise and interference received from 
the other cells. The interference reduction factor L is due 
to the processing gain and the beamforming step involves 
<a reduction factor of M, while the Real{.} function in (5) 
reduces the residual interference by a factor of 2. 

The out-of-cell interference is given by u&=f(C-l)&,, 
:1], where f is a factor modeling the total interference con- 
tribution in the desired cell of C users in each of the other 
cells. This factor depends on the propagation parameters, 
the cell geometry and the type of handoff [l]. In this case 
the capacity C in terms of users per cell is given by: 

.where (&,/No) is the required value of SIN%,, for ade- 
quate bit error rate performance. 

Note here that (&/No) is the value required before dif- 
:ferential decoding of 6,. After this step, the bit error rate 
increases by a factor ranging from 1 to 2, depending on the 
relative location of errors. In the ideal case, where errors 
#are all consecutive in time, the bit error rate remains barely 
unchanged. In the worst case, where no errors are consec- 
utive, the bit error rate is multiplied by 2 after differential 
(decoding. In the following we provide an analysis of a worst 
case scenario. 

Let us now define the error function by: 

If the required bit error rate is denoted by p e ,  then the 
required bit energy to  noise ratio is given by: 

Using this equation in ( l l ) ,  we can give the capacity as a 
function of the required bit error rate p,:  

If the results of [2] are reformulated following our terminol- 
ogy, then we have: 

The capacity gain is hence given by: 

It is asymptotically independlent of the number of sensors 
M and of the processing gain L. 

'I =r=====-il 'I .- 31 =zpTi ........,, ,...,. ................... ...................~ .................. i' ............. .. 
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Figure 1: Capacity gain versus the required bit error rate. 

In Fig. 1, we plot the curve of the capacity gain of 
Eq. (16) as a function of the required bit error rate. Note 
that the capacity gain is higher for lower bit error rates (e.g. 
AC (p,) > 1 for pe < 0.32). It includes the functional values 
usually required. For instance, for pe = the capacity 
gain is almost of 1.8 in the worst case scenario. The capacity 
result for STAR is asymptoti.cally greater than that of [2] 
by almost a factor of 2.  

4. SIMULATION RESULTS 

We consider for our simulations the case of a code length 
L = 64, a number of sensors iM = 4 and a number of paths 
P = 3. All the channel parameters vary with time. 

In Fig. 2a and 2b, we plot the moduli and angles of 
propagation vectors Gp,n over each sensor and each path. In 
Fig. 3a, we plot with a dotted line the true received power +: without power control. It varies over a dynamic range 
of 20 dB from -10 dB to 10 dN. To reduce this variation, we 
fix the required received power to $zpt = 1 ( i .e .  0 dB). The 
fraction of total power in each path .& also varies with 
time as shown in the top sub-plot of Fig. 3b. 

We first fix the total interference power D$ at 40. In 
Fig. 4a, we show that Eq. (9) effectively and rapidly tracks 
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G,,,, and reduces average identification error below -35 dB 
despite all the nonstationqities. With power control, the 
estimated received power $;, plotted with a solid line in 
Fig. 3a, is adjusted to and its dynamic range is re- 
duced from 20 dB to almost 1 dB. On the other hand, the 
bottom sub-plot of Fig. 3b shows that the power fractions 
are properly estimated. 

To validate Eq. (lo), we now fix the total interference 
power & at different values without changing the previous 
scenario. The experimental values obtained in Fig. 4b fit 
well with the theoretical curve plotted with a solid line. 
Should a value of f be fixed, the capacity C in users per 
cell can be given at any desired bit error rate performance. 

( 4  (b) 
Figure 2: Propagation vectors for the 3 paths. (a): True 
moduli. (b): True angles in degree (unwrapped). 

5. CONCLUSION 

Using a formulation appropriate to array signal process- 
ing, we proposed in this contribution a Subspace-Tracking 
Array-Receiver (STAR) for cellular CDMA which outper- 
forms techniques proposed in [2],[3]: 

- STAR is adaptive and shows a fast tracking capability 
in the presence of strong nonstationarities. It is capable of 
controlling high variations in recesed power. 

- STAR has a very simple structure and requires an 
order of computational complexity of O(MP)  per bit iter- 
ation where M is the number of sensors and P the number 
of paths. 

- STAR asymptotically shows for high bit error rates, 
theoretically as well as experimentally, a capacity increase 
in terms of number of users per cell of an order of 0(2M), 
almost twice more than in [2]. 

At present, we are evaluating the performance of STAR 
in terms of capacity under realistic conditions, following a 
thorough methodology presented in [9]. An optimal imple- 
mentation of STAR in colored noise is also under way. 
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