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Abstrect— Recently we developed an efficient multiuser
upgrade of the single-user spatio-temporal array-receiver
(8TAR), roferred to as interference subspace rejection
{ISR}. Thc resulting STAR-ISR receiver offers a number
of implemeuntation modes covering a large range in perfor-
mance and complexity for wideband CDMA networks. Here
we apply STAR-ISR to high data-rate (HDR) transmissions
by extending operation to delay spreads larger than the sym-
bol duration. Low processing gain situations render symbol
timing exiremely difficult, especially with RAKE-type re-
ceivers. For HDR links of 512 Kbps in 5§ MHz bandwidth,
simulations indicate that the simplest mode of STAR-ISR
outperforms the 2D-RAKE-PIC by factor 4 to 5 in spec-
trum efficiency while requiring the same order of complex-
ity. This gain increases up to factor 7.5 in high Doppler.

I. INTRODUCTION

We have recently proposed a unifying framework for a
new class of receivers that employ linearly-constrained in-
terference cancellation for multiuser detection in wideband
CDMA [1]. These detectors referred to as ISR operate in
muitiple mixed-traffic scenarios and in various modes, rang-
ing in performance and complexity from linear receivers
to interference cancellers. In addition to interference re-
jection, they perform space and time diversity combining,
array processing and synchronization using STAR, [2].3].

So far, however, we investigated the STAR-ISR receiver
solutions with delay spreads smaller in chips than the
processing gain. HDR applications require spreading fac-
tors smaller than the delay spread. These low processing
gain situations render symbol timing extremely difficult.
More importantly, they see inter-symbol interference (ISI)
and inter-path interference (IPI) increase dramatically to
the point of seriously deteriorating the receiver perfor-
mance. From 3G wideband radio-channe! models [4],[3],[6],
we made an assessment that current synchronization tech-
niques cannot achieve satisfactory performance with pro-
cessing gains below 32 (see high-rate example in [2]). A
review of the recent literature on synchronization in wide-
band CDMA receivers confirms this Hmitation. The pro-
posed HSDPA standard [7] exemplifies this limit. The 32
minimum spreading factor limit there sets a bound on the
peak rate achievable with BPSK. It hence suggests use of
higher-order modulations to increase the peak rate up to
540 Kbps per spreading code with 64-QAM.

Similarly, we are investigating use of higher-order mod-
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ulations [8]. However, increase in the transmission rate
with more power-efficient lower-order modulations such as
BPSK or QPSK offers an even more promising path for
achieving substantial gains both in peak rate and spectrum
efficiency. Accordingly, we propose a HDR implementation
that operates STAR-ISR at processing gains lower than 32.

The HSDPA standard considers implementation of PIC,
but leaves open all issues related to synchronization and
channel identification [7]. Yet despite reports on the chal-
lenging problems met when operating RAKE-type receivers
in HDR applications (7],[9], the 2D-RAKE-PIC is currently
accepted as the best receiver candidate for implementation
to our knowledge [9]-[12]. In this work, we develop an en-
hanced HDR implementation of the 2D-RAKE-PIC as a
reference. For HDR links of 512 Kbps in 5 MHz bandwidth,
simulations indicate that the simplest mode of STAR-ISR
outperforms the 2D-RAKE-PIC by factor 4 to 7.5 in spec-
trum efficiency while requiring the same complexity.

II. DaTa MODEL AND FORMULATION OF THE PROBLEM

We consider the uplink of an asynchronous cellular
CDMA system where each base-station is equipped with
a receiving antenna-array of M sensors. Application to the
downlink will be studied in a future work. For the sake of
simplicity, we assume that all desired users in the served
cell or sector, NI in number, transmit with the same BPSK
modulation and at the same rate 1/T, where T is the sym-
bol duration. This corresponds to the homogeneous traffic
scenario treated in [1]. Extension to the mixed-rate traffic
situation with mixed symbol modulations and/or rates is
ad hoc. The BPSK! sequence bi(t) of a desired user with
index i € {I,..., NI} is spread by a personal PN code c'(t)
at a rate 1/T,, where T, is the chip pulse duration. The
processing gain is given by L = T/T.. We assume the use
of long codes. We write the spreading-code segment over
the n-th period T as:

L-—-1
()= cl bt —IT. - nT),
=0

(1)

where cf“ =xlfor!=0,...,L—1,is a random sequence
of length L and ¢{¢) is the chip pulse. Finally, we assume a
muftipath Rayleigh fading environment with I” resolvable

1We assume use of pilot symbols with a verv small overhead and
hence implement coherent detection with the coherent channel iden-
tification technigque developed in [L3].



paths with a delay spread At. Ny = MP hence denotes
the total number of diversity fingers.

In contrast to [1],(2],[3], here we no longer require that
the delay spread be small compared to the symbol duration
(i.e., AT « T, a very limiting assumption indeed in the
HDR case where very likely Ar > T. Similarly to [2],
we define the enlarged delay-spread A7 > Ar to allow
an increased uncertainty margin (i.e., T < Ar < A7) for
the tracking of time-varying multipaths due to clock drifts
and receiver mobility. We also define L = [Ar/T,.] and
Qx = [A7/T] the corresponding lengths in chip samples
and symbols, respectively.

Similarly to {1], we assume that the channel parame-
ters (i.e., delays, powers, fade magnitudes and phases)
vary slowly and neglect their variation over @ symbol du-
rations (i.e., QT). This allows for data processing in
successive blocks of @ symbols. Hence, after chip-pulse
matched-filtering, sampling at the chip rate and framing
over QL + Lz chip samples at the processing rate 1/Tp
where Tp = QT denotes the block processing period, we
obtain the M x (QL + Lz) matched-filtering observation
matrix for the n-th block {see details in [1]):

Yn = [Yn(o): Yn(Tc)s e :Yn((QL + LK - I)Tc)l . (2}

Defining for convenience of notation a vector V as a ma-
trix V reshaped column-wise, we rewrite the vectorized
matched-filtering observation matrix Y, of Eq. (2) with
respect to the k-th symbol (k = 0,...,Q — 1) of the i-th
desired user (i =1,..., NI) as:

NI
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where for the i-th user at the n-th data block b}, =
B ((nQ + K)T), se* = Yibhgys 18 the k-th signal com-
ponent, Y; . is the canonic user-observation vector of
the k-th symbol, Y}, is the user-observation vector and

l}-;.;kl'“ = Y% - bin, ¢ Yi.q is the IST vector over the the k-th

symbol [1]. I, referred to as the interference vector in
the following, denotes the part, of the multiple access inter-
ference (MAI) vector to be suppressed, including IST from
user i over its k-th symbol. The noise vector IN,, comprises
the rest of the MAI from all other users in the system and
the preprocessed thermal noise [1).

Provided that the data block edges are properly posi-
tioned after time acquisition? (see Fig. 1), the parametric
data decompositions introduced in [1] detail the structure
of the interference vector as follows:

NI Ny Q+Qzx-1

=S5 S wiciablonYilsht,

=1 f=1 k'=—Qx

(4)

2We make this assumption in this paper leaving only tracking nec-
essary for permanent update of the time-delays within the enlarged
delay-spread A7 > AT,

Tp+ 87 ;

Fig. 1. Signal structure of the data block: Each symbol is “spread”
by multipath propagation within a temporal cluster of duratien
T + Ar. Each symbol-cluster is represented by a rectangle. The
Q@ light-shaded clusters correspond to the desired symbols to be
extracted in the current data block while the 2Qx dark-shaded
ones correspond to interference (i.e., edge effect).

where finger f = (p - )M + m € {1,...,Ny}, de-
notes antenna m € {1,...,M} and propagation path
p€{l,....,P}, €}, stands for the corresponding propa-
gation coefficient, Y:,’i is the canonic diversity-observation

vector [1), and Sf,"gk =0if¢ =iand k' =k, and 1 other-
wise.

In Eq. (4), note that summation over the symbol index
k' ranges from —Qx to @ + Qx — 1 instead of -1 to @ in
[1]. There we considered the case of a delay spread smaller
than the symbol duration leading to @x = 1. As shown
in Fig. 1, the data block of duration T + A7 includes all
the desired signal contribution from the @ symbols to be
extracted, assigned index &' from 0 to @ — 1. However, the
signal structure of the data block accounts for contribution
from adjacent blocks, namely Qx past symbols assigned
index k' from —Qz to —1 as well as &z future symbols
assigned index k' from Q to @ + Qx — 1. The resulting
parametric decompositions of interference in Eq. (4) for
large delay-spread situations give rise to the following HDR
implementation of STAR-ISR.

IIl. HDR IMPLEMENTATION OF STAR-ISR
A. HDA Symbol Estimation with ISR
Using joint ISR detection [1], we extract the k-th symbol
(k=0,...,@ — 1) of the i-th desired user (i = 1,...,NI)
with the following combiner:
— Hi‘k Yk,n
¥ 2

v
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ot ikt
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Wit = =T Witk (5)

where:
. ~ -1 H
i = Iy, - €.Q,C0° (6)

is a projection orthogonal to the interference vector lf;k in
the observation space of dimension Nr = M(QL + Lz).
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Tab. 1. The signal blocking matrix Cf.,'k and the corresponding
number of eonstraints or columns N, for cach ISR. mode. Each
generic column Q;',: shown above is divided by the norm of the
corresponding generic column C; . of the constraint matrix Cn

(obtained here by replacing 3’.‘,' * with 1).
.1

- =ik . .
Cp and C:, denote the constraint matrix and the corre-
sponding signal blocking matrix, respectively [1].

In Tab. 1 we show how to form these matrices for differ-
ent ISR modes, which decompose or regroup interference
vectors from different interference subspace characteriza-
tions [1]. It is in the constraint matrices of Tab. 1 that we
observe the modifications required for large delay-spreads
in HDR applications. Indeed in the DF (decision feed-
back) modes, construction of the constraint matrices re-
quires now estimation of Q5 past symbols from the previ-
ous data block {with ISR combining) as well as estimation
of {7 future symbols from the next data block (with sim-
ple MRC) [1]. To complete construction of the constraint
matrices, the @ target symbols in the current data block
are estimated in an initial stage with MRC (i.e., stage 0)
[1]. Once the constraint matrices are available, the target
symbols are reestimated with ISR combining. This pro-
cess is repeated iteratively in a multistage structure and
terminated say after NV, stages [1]. In the H mode, how-
ever, neither decision feedback nor processing delays are
required. But in contrast to the DF modes, the number
of constraints N, increases from (@ + 2)NI for small delay
spreads [1] to (@ + 2Qx)}NT in Tab. 1.

ISR combining in Eq. (5) is actually implemented in
cascade, first by projection of the matched-filtering obser-

vation vector to yield the new observation:

Yifn = IEMY,, !
then by coherent MRC combining to estimate the k-th sig-

nal component of the i-th user as follows:

50% — Real {WMRC “Yﬁfn} ’

Taking the sign of the signal components above allows es-
timation of the BPSK symbols an Ly fork=0,...,0 -1
and fori =1,..., NI.

B. HDR Channel Identification with STAR

Note that the new observation Y}'i{“n is almost
interference-free {in the sense that any contribution from
the interference vector I:* is rejected). By despreading its
matrix-reshaped form Yfif“n, defined as

(8)

Yi, = [k, YREQL+ Lz - 0T)] )
with the code segment, that spreads the k-th symbol of the
i-th user, we obtain the following M x Lz reduced-size

posteorrelation matrix [2]:

i 20 s - 0] ()
where for { =0,...,Lx - 1:
1 L-1
Zh (T = ZY (L + 1+ )T g - (11)
l'-LD

The resulting vector-reshaped postcorrelation vector is also
almost interference-free and has the following structure
[14]:

Nl &

Zl’! n = 51 kH‘ = PCM,R 3 (12)
where H! denctes the M Lex1 spatio—tempora] propa-
gation vector of the i-th user [1],{2],[3] and N;CM n I8 the
postcorrelation noise vector obtained by projection and de-
spreading of the spatio-temporal noise vector N,, of Eq. (3).

The expression for the new postcorrelation vector thn
in Eq. {12) approaches that of a single-user observation if
Nicae r i§ approximated as an uncorrelated spatio-temporal
noise vector. It allows implementation of STAR in a single-
user structure by exploiting the advantages of ISR in the
so-called decision feedback identification procedure (DFI)
[3] with projection (II-DFI) proposed in [14]. In more ad-
verse near-far situations, the II-DFI procedure guarantees
more reliable channel identification than simple DFI (3] and
increases the near-far resistance of STAR-ISR {14]. This
solution was however investigated in [14] in the case of a
small delay-spread without use of a block processing struc-
ture {i.e., @ = 1). We adapt it below to HDR applications.

We exploit the fact that the channel parameters are as-
sumed constant over the processing period Tp (as reflected
in Eq. (12) where the channel H}, is indeed identical for
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i (MLLENIQ) [|

M{2L2/(QL) + L}Q NI N,
ZM(L + Lz)Q NI N,
3M(L + L)Q NI N,

— MLz + MLzL)NIQ
= {2PLzlog(Ly) 1N |

Reconstruction of C,,

Projection IT;

Estimation of §5F
i Channel identification

Multipath tracking

Tab. 2. Estimated complexity items for STAR-ISR-TR {ngr =1
for long codes [2]).

all Q target symbols) to update the estimate of the propa-

gaticn vector }_I:, at the processing rate using the following
block II-DFI procedure:

. : Q-1 ,
s i E ) M i eSS SN i k®
B =W+ 52 (2. -maP) s 3
k=0

where ¢ denotes the adaptation step-size. This procedure is
different from the II-DFI channel identification technique
in [14] in that it averages the gradient over all @ target
symbols. Direct application of the II-DFI procedure would
instead update the channel estimate more frequentiy at the
symbol rate with similar complexity. To reduce computa-
tions, channel update in the new block II-DFI procedure
of Eq. {(13) can be carried out at a pace slower than the
processing rate, say once every nyp data blocks, using the
reduced channel-update-rate option studied in [2]. Next
we assess the complexity of the HDR implementation of
STAR-ISR . in its simplest ISR mode TR {see Tab. 1) [1].

C. Complexity Assessment of HDR STAR-ISR-TR

We consider here the simplest ISR mode TR for complex-
ity assessment of the STAR-ISR receiver. At the same or-
der of complexity, ISR-TR readily outperforms PIC [1],[8]
by significant gains in SNR. Complexity assessments were
already made in [1]. However, they did not consider the
new HDR implementation of STAR-ISR. Besides, the ref-
erence solution we considered there for comparisons was a
combination of multistage PIC with STAR. Here we con-
sider instead as a reference a combination of multistage
PIC with the enhanced 2D-RAKE version with the early-
late gate developed in [2]. Indeed, the 2D-RAKE-PIC is
currently accepted as the best receiver candidate for im-
plementation to ocur knowledge [9]-[12], despite reports on
challenging problems met when operating RAKE-type re-
ceivers with HDR transmissions [9],[7]. Yet inspired from
the HDR implementation of STAR-ISR, we have been able
to operate the 2D-RAKE at very low processing gains (see
simulations next). More details about our HDR impiemen-
tation of the 2D-RAKE-PIC will be provided in a future
contribution.

In Tab. 2, the computational complexity order of STAR-
ISR-TR is itemized in Tab. 2 along its key processing oper-
ations. In Fig. 2, however, we plot the complexity per user
in Mops (million operations per second) of both STAR-
ISR-TR. and the 2D-RAKE-PIC versus the processing gain

(a)

-+~ 2D-RAKE-PIC / 2 antennas : oo
—a— BTAR-ISR-TR /2 antennas : B : :
-0 - 2D-RAKE-PIC / 1 antenna L
—w— STAR-ISR-TR/ 1 antenna

10° 10" 10°
processing gain L

{b)
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—— STAR-ISR-TR {2 anlennas
-0 - 2D-RAKE-PIC / 1 antenna
-+ STAR-ISR-TR/ 1 antenna

-
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w
T

complexity in Mops
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processing gain L

Fig. 2. Complexity per user {at processing rate 1/Tp of 64 KHz in
4.096 Meps) for STAR-ISR-TR and the 2D-RAKE-PIC both with
N, = 1 stage and Ly = 32. {a): slow Doppler (i.e,, np = 10),
(b): fast Doppler (i.e., njp = 1).

L. In the slow Doppler case of Fig. 2-a, STAR-ISR-TR re-
quires less computational complexity than the 2D-RAKE
with one or two antennas alike, more so in HDR applica-
tions (i.e., low processing gain L). With such transmis-
sions, STAR-ISR-TR with two antennas still requires less
compatational complexity than the 2D-RAKE with one an-
tenna. In the fast Doppler case of Fig. 2-b, STAR-ISR-TR
with one antenna is the least complex. With two antennas,
however, it exacts the highest computational cost.

Overall, the orders of complexity for both STAR-ISR-TR
and the 2D-RAKE-PIC are in the range of a few hundred
Mops, a computational load per user that is in the reach of
current digital processors. It should be noted however that
complexity figures of the 2D-RAKE-PIC are those for N, =
1 stage, therefore optimistic. Simulation results for the 2D-
RAKE-PIC will be provided next with N, = 2 stages.



Parameter Valye Comment 1
R 4.096 Mcps chip rate
Iy 512 Kbps BPSK bit rate
L 8 spreading factor
Q 8 number of symbols/block
M 2 number of antennas
P 3 number of fading paths
& (0, 6,0) dB average power profile
I: 1.9 GHz carrier frequency
fo 1.8 Hz Doppler spread (1 Kmph)
frc 1600 Hz PC frequency
APpc + 0.25 dB PC adjustment
BERpc 10 % PC BER
a 0.046 linear delay drift [ppm]
AT & chips delay spread
Lx 32 chips enlarged delay-spread
£ 1% pilot-symbol overhead
¥ 0.0 raised cosine rolloff
N, i6 pulse coeflictents
nID 10 reduced channel] ID rate
ncR 1 long codes (sce [2])

Tab. 3. Parameters used in the simulations.

IV. PERFORMANCE EVALUATION

We consider a wideband CDMA system with 5 MHz
bandwidth and select the setup parameters listed in Tab. 3.
We compare the performance of both STAR-ISR-TR and
the 2D-RAKE-PIC in terms of required SNR at a BER of
5% before FEC decoding versus the number of users per
cell or per sector (i.e., cell or sector load) transmitting at
512 Kbps after channel coding (or for instance 236 Kbps
with rate-1/2 channel coding).

In the reference 2D-RAKE-PIC HDR implementation,
we use Pypax = 3 fingers and ng,, = 2000 for multi-
path tracking and reacquisition [2] with the 2D-RAKE and
N = 2 stages with PIC. In a first STAR-ISR-TR HDR
implementation, we deactivate the new block H-DFI pro-
cedure and use instead simple DFI (i.e., ISR advantages
through projection of the observation before despreading
[14] are not exploited). We also use the default ISR struc-
ture with Ny = 1 stage [1]. This default version is simply
referred to as STAR-ISR-TR. In a second implementation
referred to as STAR-ISR-TR-M(2), we activate the new
block II-DFI procedure. In a third implementation referred
to as STAR-ISR-TR-II, we implement the multistage op-
tion of ISR with N, = 2 stages. In a fourth and last version
referred to as STAR-ISR-TR-II-M(2), we activate both the
new block II-DFI procedure and the multistage option of
ISR with N, = 2 stages.

In Fig. 3, we plot with a solid line the required SNR
curves versus the number of users for the reference 2D-
RAKE-PIC and the four versions of the STAR-ISR-TR
HDR implementation explained above. The dashed line
gives the load curve for an outcell to incell interference ra-
tio fosr = 0.5 {1]. The 2D-RAKE-PIC cannot accommo-
date more than 3 users per cell or per sector. On the other
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—+ STAR-ISR-TR
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i...| ¢ STAR-ISR-TR-M(Z)
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=

o
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-
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Required SNR indB @ 5% BER betore channe! decoding

Fig. 3. Required SNR at a BER of 5% before FEC decoding vs. the
number of users per cel} or sector NI for STAR-ISR-TR and the
2D-RAKE-PIC-M(2) (i.e., N, = 2 stages).
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Fig. 4. Same as Fig. 3 with faster channel variations (i.e., Doppler
spread of 106 Hz at mobile speed of 60 Kmph and delay drift of
4 ppm, see Tab. IV).

hand, STAR-ISR-TR enables the base station to serve 12
simultaneous users per cell or per sector, thereby offering
an increase in capacity as high as factor 4. Activation of the
new block II-DFI procedure in STAR-ISR-TR-TI or use of
an additional multistage iteration (i.e., N, = 2) in STAR-
ISR-TR-M(2) aliows accommodation of an additional user
up to 13. Curves however indicate that SNR gains ob-
tained with an additional multistage are more significant
than those due to the II-DFI procedure. Combination of
both advantages in STAR-ISR-TR-TI-M(2) increases capac-
ity up to 14 simultaneous users per cell or sector, thereby
pushing the performance advantage of STAR-ISR-TR over
the 2D-RAKE-PIC close to factor 3 in capacity gains.

In a second set of simulations, we assess the impact of
fast channel variations on performance by increasing the
Doppler spread and the delay drift to 106 Hz and 4 ppm, re-
spectively. Hence, we disable the reduced channel-update-
rate option [2] (i.e., nip = 1, see subsection [II-B) at the
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Fig. 5. Same as Fig. 3 with lower data rate (i.e., 128 Kbps at
spreading factor of 32, see Tab. IV},

cost of additional complexity (see Fig. 2 and subsection
III-C). As shown in Fig. 4, the increased chanmnel identifi-
cation errors impose capacity losses on all four HDR. ver-
sions of STAR-ISR-TR which are limited to just 2 users.
The corresponding loads reduce to 10, 11, 11 and 12 si-
multaneous users per cell or per sector, respectively. On
the other hand, the 2D-RAKE-PIC cannot operate at all
with 1% pilot-symbol overhead. With 2% overhead, it can
accommeodate one user only. For an overhead of 20% or
higher, its capacity increases and saturates at a maximum
of 2 simultaneous users per cell or per sector (i.e., a useful
information load of 1.6). Thus, in adverse channel con-
ditions, the performance advantage of STAR-ISR-TR over
the 2D-RAKE-PIC increases up to factor 6 in capacity and

7.5 in spectrum efficiency.

In a third set of simulations, we reconsider the initial
setup with a lower data-transmission-rate of 128 Kbps af-
ter channel coding (i.e., L = 32 and @ = 2, see Tab. IV).
In Fig. 5, the four HDR versions of STAR-ISR-TR offer
about the same throughput as in Fig. 3 with transmissions
rates 4 times slower, multiplying capacities by factors in
the range of 3.6 to 3.8; namely 43 , 47, 48 and 53 simul-
taneous users per cell or per sector, respectively (i.e., only
5 to 10% loss due to 4 times less averaging in Eq. (13)).
On the other hand, the 2D-RAKE-PIC with a pilot-symbol
overhead of 1 and 2% (or higher), respectively, multiplies
its capacity by factors of 5 and 5.3 at 15 and 16 users per
cell or per sector, thereby reducing the capacity gains of
STAR-ISR-TR to about factor 3.3. This result suggests
that the 2D-RAKE-PIC recovered from very severe per-
formance losses due previously to challenging operation of
RAKE-type receivers at a very low spreading factor (8 in-
stead of 32). With the proposed HDR implementation, the
2D-RAKE-PIC is definitely able to operate at processing
gains lower than 32. Yet, despite this improvement, re-
sults suggest that it remains much less efficient than STAR-
ISR-TR with the same complexity, more so for faster HDR
transmissions.

V. CONCLUSIONS

In this work we modified the STAR-ISR receiver to op-
erate over wideband CDMA channels with delay spreads
larger than the symbol duration to extend its applicability
to HDR transmissions. Such low processing gain situations
render symbol timing extremely difficult, especially with
RAKE-type receivers. Yet the 2D-RAKE-PIC is currently
accepted as the best receiver candidate for implementation.
As a reference, we also developed an enhanced HDR im-
plementation of the 2D-RAKE-PIC. For HDR links of 312
Kbps in 5 MHz bandwidth, simulation results indicate that
STAR-ISR-TR outperforms the 2D-RAKE-PIC by factor 4
to 5 in spectrum efficiency while requiring the same order of
complexity. The efficiency gain increases up to factor 7.5 in
high Doppler. These results suggest that STAR-ISR offers
a future upgrade path to greater capacities with signifi-
cant performance advantages over competing receiver solu-
tions currently envisaged for implementation with equiva-
lent complexity.
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