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ABSTRACT

In this paper, we propose a new signal-to-noise-ratio (SNR) maximum
likelihood (ML) estimator over time-varying single-input multiple-
output (SIMO) channels, for both data-aided (DA) and non-data-aided
(NDA) cases. Unlike the classical techniques which assume the chan-
nel to be slowly time-varying and, therefore, considered as constant
during the observation period, we address the more challenging prob-
lem of instantaneous SNR estimation over fast time-varying channels.
The channel variations are locally tracked using a polynomial-in-time
expansion. In the DA scenario, the ML estimator is developed in
closed-form expression. In the NDA scenario, however, the ML esti-
mates of the per-antenna SNRs are obtained iteratively, with very few
iterations, using the expectation-maximization (EM) procedure. Our
estimator is able to accurately estimate the instantaneous SNRs over a
wide range of average SNR. We show through extensive Monte-Carlo
simulations that the new estimator outperforms previously developed
solutions.

1. INTRODUCTION

Many modern wireless communication systems require an accurate es-
timation of the signal-to-noise ratio (SNR) at the receiver. In fact, the
a priori knowledge of the environment fading conditions is needed
if the system is intended to operate at its optimal performance us-
ing various adaptive schemes. For instance, the information about
the SNR is required in power control strategies, adaptive modulation
and coding schemes as well as to provide the channel quality infor-
mation for handoff schemes [1-3]. Roughly speaking, SNR estima-
tion techniques can be mainly divided into two broad categories: data-
aided (DA) techniques that rely during the estimation process on a pri-
ori known transmitted symbols (pilot sequences), and non-data-aided
(NDA) techniques where the estimation process is applied blindly us-
ing completely unknown transmitted data.

In principle, DA approaches are often expected to provide more accu-
rate estimates when the intended parameter is constant. However, in
our case, the instantaneous SNR is not a constant parameter due to fast
channel time-variations. Therefore, estimating it from pilot symbols
only, that are usually placed far apart in time, results in inaccurate es-
timates. This is because the receiver is simply missing the details of
channel variations between the pilot positions. Thus, estimating the
channel coefficients at non-pilot positions using NDA approaches pro-
vides the receiver with stronger channel tracking capabilities. During
the last two decades, SNR estimation has gained a great attention but
most of the derived techniques were designed for single-input single-
output (SISO) systems under constant channels [4, 5]. These include
the fourth-order and sixth-order moment-based approaches of [4, 6]
and [7], respectively, and the ML approach of [10]. More recently,
there has been an emerging interest in estimating the SNR under spa-
tial diversity. Indeed, a SIMO SNR estimator which exploits the fourth-
order cross-moments between the antenna elements has been proposed
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in [9, 8] and an ML approach has been also introduced in [11-13].

Yet, all the aforementioned techniques (both moment-based and ML-
based ones) were primarily designed for constant channels and their
performances increasingly degrade with faster channel time variations
related to the user’s mobility [14]. Typically, current and future gen-
eration systems such as LTE, LTE-Advanced and beyond are expected
to support communications at velocities that can reach 500 Km/h [15].
To the best of our knowledge, the only work that has so far considered
the NDA ML SNR estimation under time-varying channels is [16], but
again in the traditional case of SISO systems. As far as SIMO con-
figurations are concerned, the only work that considered time-varying
channels is [17] where a least-square (LS)-based approach was devel-
oped, relying on detected data in a decision-directed (DD) scheme.

In this paper we tackle, for the first time, the problem of ML instan-
taneous SNR estimation over time-varying SIMO channels, both for
DA and NDA schemes. The channel is locally approximated using
polynomial-in-time expension with few unknown coefficients. In con-
trast to the DA scenario where the ML estimator is derived in closed-
form, the presence of the unknown symbols in the NDA case results in
a very complicated likelihood function whose analytical maximization
is intractable. Therefore, we resort to a more elaborate solution using
the EM concept. We develop thereby an iterative technique that is able
to converge to the exact NDA ML estimates within very few iterations.
Simulation results show the distinct performance advantage offered by
exploiting spatial diversity.

The remainder of this paper is structured as follows. In section 2, the
system model is introduced. The new DA and NDA ML SNR estima-
tors will be formulated in section 3. Simulation results will be pre-
sented in section 4, and finally some concluding remarks will be drawn
out in section 5.

We also mention that some of the common notations will be used
throughout this paper. In fact, Vectors and matrices are represented
respectively in bold lower and upper case fonts respectively. More-
over, {.}7 and {.}" denote the transpose and the Hermitian operators,
respectively. The operators ${.}, ${.} and {.}" return the real, imagi-
nary parts and the conjugate of any complex quantity (scalar or vector).

2. SYSTEM MODEL

We consider continuously transmitted symbols over frequency-flat
time-varying SIMO channels. Assuming an ideal receiver with perfect
time and frequency synchronization, the sampled baseband received
signal over the {i*"} " antenna element (after matched filtering) can
be expressed as:

yi(nT's) = h;i(nTs) x (nTs) + ws(nTs), n=1,2,3,--- (1)

where at time index n, x(n) is any constant-envelope (e.g., M —ary
PSK) transmitted symbol, y;(n) is the corresponding received sam-
ple, and h;(n) is the time-varying complex channel gain. The noise
components, w;(n), assumed to be temporally white and uncorrelated
between antenna elements, are realizations of a zero-mean complex
circular Gaussian grocess, with independent real and ima%inary parts,
each of variance 0. Moreover, the overall noise power 20~ is assumed
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to be the same over all the antenna branches (uniform noise). As stated
previously, most of the traditional techniques assume the channel to
be constant during the observation period, in which case one simply
assumes h;(n) = h;. But, in most real applications, this assumption
does not hold due to the mobility of the users. In these situations, a
more convenient time-varying channel model is the polynomial in time
[18]. In fact, using Taylor’s theorem, the time variations of the chan-
nel coefficients can be captured (locally) through a polynomial-in-time
expansion of order (L — 1) as follows:

L-1
h"(tn) = chnb)tzl—'_Rg)(n)? 1= 1727 7N’l‘ (2)

m=0
where cgm) is the m*" coefficient of the channel polynomial approx-

imation over the i*" receiving antenna branch, {t, = nT:}n>1 is
the n*” time instant and T’ is the sampling period. The term R (n)
refers to the remainder of the Taylor series expansion. This remain-
der can be driven to zero under mild conditions, such as i) a suffi-
ciently high approximation order (L — 1), or ii) a sufficiently small
ratio NFy/Fs (where Fj is the sampling rate and Fy is the maximum
Doppler frequency) by choosing small local approximation window
sizes N. Choosing a high approximation order (first condition) may
result in numerical instabilities due to badly conditioned matrices (de-
pending on the value of the sampling rate). To avoid this problem, we
resort to the second solution which consists in choosing a small ap-

proximation window, so that Rg) (n) can be neglected to finally obtain
the following approximation:

L—-1

hl(t") = Z 057’L>t;"7 i o= 1727 e 7NT7 (3)

m=0

In essence, our goal in this paper can be formulated as follows: given
the received samples {y;(n)}A_, and the statistical noise model, we
will estimate the instantaneous SNR, in real time, which can be ex-

pressed as:

SN )P _

N L— m 2
pi = Zn:l | Zm:t cz(' )t;”|
i N(202) '

N(202)

@

3. FORMULATION OF THE NEW ML SNR ESTIMATORS

3.1. DA ML SNR Estimator

In the DA scenario, only the received samples corresponding to pi-
lot positions are used during the estimation process. We assume that
the pilot symbols are transmitted periodically each T, = N,Ts where
N, > 1 is an integer quantifying the normalized (by T%) time pe-
riod between any two consecutive pilot positions. If the SNR is to
be estimated from N’ pilot symbols, we gather their corresponding re-
ceived samples, over each antenna element, in a column vector y; pa =
[ya(T2), y:(2T2), - - - ,ys(N'T2)]T. The corresponding channel coef-
ficients are then obtained from (3) as follows:

L—-1
hi(ty) = > ™ur, i = 1,2, N, )

m=0

where t{n =n Té’ for n = 172,... ’N"
define the following vectors:

For ease of notation, we

hi = [hi(TY),hi(2T0),- -, hi(N'TD]"
wi = |wi(T)),w:i(2T7), - ,wi(N'T)]|"
Ci = [CEO)vcEUW" 7CEL71)]T7 (6)

Then, using (5) and taking into account the entire observation window,
we can rewrite the channel approximation in a vector form as follows:

hz‘:TCi, 12172,“'7Nr7 (7)
where T is a known Vandermonde matrix whose entries are given by
[T]n,m = t". Moreover, by defining A = diag{z(T%), z(2T%),- -+ ,

x(N'T!)} we can rewrite the received samples on the i*" receiving
antenna element in a N’ —dimensional column vector as follows:

yipa = ATc; + w; = ®c; + w;, ®)

where & = AT isa (N’ x L) matrix. Now considering all the receiv-
ing antenna elements, and after stacking all the observation vectors
Yi,pa one below another, into a single vector ypa = [nyA ygDA cee

yqj\},mDA]T, all the received samples can be written in the following
vector-matrix form:

yoa = Be+w, )
wherec = [c¢] ¢3 --- ¢}, ]" and ware LN,- and N’ N,-dimensional

column vectors, respectively, vectorized in the same way as ypa and
B = blkdiag{®,®,...,P} is a (N'N, x LN,) block-diagonal ma-
trix. The probability density function (pdf) of the observed signal, ypa,
parameterized by 8 and B, is given by:

exp {— 55z [ypa — Be]” [ypa — Be]}

Pyos; 0|B) - (2ma2)N'Nr

, (10)

where 8 = [c”, 0?] is a vector that contains all the unknown param-
eters. Then by taking the logarithm of (10) and dropping the constant
terms, we obtain the DA log-likelihood function, Lpa (8), as follows:

Lpa(8) = —N'N,. In(c?) [ypa — Bc]" [ypa — Be]. (11)

T 202
By differentiating (11) with respect to ¢ and setting the result to zero
we obtain the ML estimate of the polynomial coefficients over all the
receiving antenna branches:

Cpa = (BHB)_I BHyDAv 12)

where T and A are known matrices and so is the matrix B. In order to
estimate the noise variance, we take the partial derivative of (11), with
respect to o2, set the result to zero and substite ¢ by € derived in (12),
to finally obtain:

—

2

O“DA HYDA - BEDA||2 (13)

L
2N'N,

The DA ML SNR estimator is obtained as p; pa =| \ﬁi,DA| |%/N’(202pa)
where h; pa = TC; pa contains the estimated channel coefficients.

3.2. NDA ML SNR Estimator

In this section, we assume no a priori knowledge about the transmit-
ted symbols. To begin with, we mention that the formulation of the
problem adopted in the previous section is problematic in the NDA
scenario. In fact, as will be seen shortly, the EM algorithm averages
at each iteration the likelihood function over all the possible values
of the unknown transmitted symbols. Then by adopting the previous
formulation, the EM algorithm would average over all the possible
realizations of the matrix B that contains the transmitted sequence.
This is a combinatorial problem with prohibitive complexity. In the
DA scenario, this was not a problem since the matrix B is a priori
known to the receiver. In this section, we reformulate our system dif-
ferently so that the EM algorithm averages over the elementary sym-
bols transmitted at separate time instants. To do so, we define! the

'We mention that t(n) = t(nT}). For ease of notation, we will from now
on drop T’ in all similar quantities.
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vector t(n) = [1,t,,t2, -+ ,t2~!T and rewrite the channel model
as follows:
L—1
hi(te) = > ™7 = cl't(n). (14)
m=0

Then, we stack all the observed samples {y;(n)} 7, at each time index

n into a single vector, y, which can be expressed as:

y(n) = z(n) Ct(n) + w(n), (15)
where C = [c1, €2, - ,cn,]T and w(n) = [w1(n), w2(n), ...,
wn,.(n)]T. Based on (15), and when the transmitted symbols are as-

sumed to be iid, the pdf of the received vector, y(n), conditioned on
the transmitted symbol x(n), can be expressed as:

N exp{—ﬁhﬁ( —zrel t(n | }

2wo?

p(y(n);0]z(n)

=) =

i=1

in which zj can be one of M possible symbols that form the M -ary
PSK constellation alphabet. Then averaging over this alphabet, the pdf
of the received vector becomes:

_ xkc?t(n)f}

2702

M N exp { — 545y ()

- a2l

k=1i=1

. (16)

p(y(n);

By investigating (16), it becomes clear that a joint maximization of the
likelihood function, with respect to o and {c;} "7, is analytically in-
tractable. Yet, this multidimensional optimization problem can be effi-
ciently tackled using the EM concept. Indeed, the log-likelihood func-
tion of y(n) conditioned on @k, L(8|zx) = In (p(y(n); Hlx(n) =
xy)) is given by:

2

L(0|zr) = —N, In(2wo — ;rkciTt(n)|

1 N,
%) — 592 > |yi(n)
=1
1 &
= —N, In(270°) — 397 ; (lyz(n
— 2R {y;‘ (n)xkc?t(n)} ) .(17)

)+ el [el t(n))?

The EM algorithm consists of two major steps, the “ expectation step”
(E-step), in which the expectation of the likelihood function with re-
spect to all the possible transmitted data x, is computed, followed by
the “maximization-step” (M-step), in which we maximize the output
of the E-step with respect to the unknown parameters. The E-step is
established as follows. Starting from an initial guess, 6, about the
unknown parameter vector, the objective function is updated iteratively
according to:

N

9‘0(11 1) Z

ALO120)]0° Y vy}, as)

where E,, = {.} is the expectation over all possible transmitted data

zx, and 81971 is the estimated parameter vector at the (¢ — 1) iter-
ation. After some algebraic manipulations, it can be shown that:

N,
Q(0]81 D) = _NN, In(2r0?) — —— <M;' +

N N
> el tm)]* - 225§q1)(n)>, (19)
n=1 n=1

2The initialization issues will be discussed at the end of this section.

where Mz(” = FE{|yi(n)|?} is the second-order moment of the re-
ceived samples over the i*™ receiving antenna element, with:
Z P(q D {

B (n mat (e}, o)

in which P,Ef]n_ Y is the a posteriori probability of xy, at iteration (¢ —
D, P = Plaxly(n); 6"
Bayes formula:

), which can be computed using the

Play]P (Y(n)mﬁ(q*l))
P (s )
Since the transmitted symbols are iid, i.e., P[zx] = 1/M, we have:

| M
a7 2P (v

In a nutshell, the M-step can be fulfilled by finding the parameters’
values that maximize the output of the E-step:

P = 1)

P (y(n);é(Q*U) - )|z 89~ 1)) 22)

9\ — arg max {Q (0|§(q_1))} . (23)

To that end, we rewrite (19) as function of R{c;} and S{c;} and
differentiate the result with respect to these new parameters. Then
by setting it to zero, we obtain their ML estimates from which the

intended ML estimate of the complex channel coefficients cEqI\),DA =

R{c;} + j73{C:} is obtained as follows:

s = (Zt ) (Z A 1>t(n)) : 24)

n=1
where:
A = (Z P Ve ) yi(n) 25)
and
—(0) 1 &=
02xpa = 2NNT ; (M2(z) + 777(11171)) . (26)

In (26), i7" is given by:

N
e = 3 (T el

n=1

280 Vm). @D

‘We mention that in order to find the ML estimates of the channel coef-
ficients, we rewrite (18) in terms of their real and imaginary parts and
the n differentiate it with respect to these new parameters (18). Dif-
ferencing with respect to {cl} ; directly is difficult, since the partial
derivatives are taken with respect to complex vectors. We enclose the
details in the Appendix. After few iterations, (10 iterations), the EM

algorithm converges to the exact NDA ML estimates €; npa and o2xpa
of ¢; and o2, respectively. Finally, the NDA ML SNR estimator is ob-
tained by injecting the estimated values (24) and (26) in (4).

Now recall that the EM algorithm is iterative in nature and, therefore,
its performance is closely tied to the initial guess 0. We will see
in the next section that when it is not appropriately initialized, its per-
formance is severely degraded especially at high SNR levels. Yet, an
appropriate initial guess about the polynomial coefficients, €, and the
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—&— static ML
hybrid (DA-NDA)

NMSE

0 é 1‘0 1‘5 20

7 [dB]
Fig. 1. NMSE for the “static ML” and the “hybrid” EM-based esti-
mator (L = 4) vs. the average SNR ~, with N, = 2, N = 100,
FyTs =0.007, and F's = 24300 Hz.

noise variance, o2, can be obtained using very few pilot symbols within
each approximation window by applying the DA ML estimator devel-
oped in the previous subsection. Therefore, we will henceforth use
two different designations for the new EM-based estimator according
to the initialization procedure. We shall refer to it as “completely NDA”
if it is initialized arbitrarily and as “hybrid” when it is appropriately
initialized using the DA estimator of the previous subsection.

4. SIMULATION RESULTS

In this section, we assess the performance of our new DA and NDA
ML instantaneous SNR estimators via Monte-Carlo simulations using
5000 runs. The estimator performance is evaluated in terms of normal-
ized (by the average SNR) mean square error (NMSE), which is defined
as NMSE(7:) = E{(pi — p1)°}/7* where 7 = E{|z(n)[*}/(20%)
is the average SNR per symbol. But since the constellation energy is
assumed to be normalized to one, i.e., E{|z(n)|*} = 1, v is simply
given by v = 1/(202). We begin by showing that the existing NDA
ML SNR estimator [11] that was primarily designed for static or slowly
time-varying SIMO channels fails completely to estimate the instanta-
neous SNR for fast time-varying channels. For the sake of clarity, we
refer to the ML estimator of [11] as “static ML”. The performance
of the two estimators is compared in Fig. 1. It is clearly seen that
the “static ML” estimator exhibits a noticeable performance degrada-
tion when applied to time-varying channels. This stems from the fact
that this estimator is erroneously approximating the fast time-varying
channels (over each antenna element) as piecewise constant, over each
approximation window. The new estimator is, however, able to track
the channel variations more accurately and therefore its performance
improves steadily with the average SNR. In Fig. 2, we examine the im-
pact of initialization on the EM-based algorithm. We plot the NMSE
of its “completely NDA” version when it is simply initialized by ones,
ie., 80 = [1,1,---,1]7 as well as the “hybrid” version initialized
by 0 = [€Ba, 02pa]”. Note that the DA initial guesses are obtained
from N’ = 10 pilot symbols over each approximation window of size
N = 100 symbols (i.e., N’ = 0.1N). In LTE systems, for instance,
a pilot symbol is transmitted each 7 OFDM symbols corresponding to
N’ = N/7 = 0.1429N [19]. We also plot in the same figure the per-
formance of the “completely DA” estimator where all the symbols are
assumed to be perfectly known (pilots) (i.e., N’ = N).

It is clearly seen that the performance of the EM algorithm is crit-
ically affected when it is not appropriately initialized. In fact, with
bad initialization, the iterative algorithm may converge to a local max-
imum. Fortunately, this problem which is actually inherent to all iter-
ative algorithms, is circumvented by taking advantage of the presence
of pilot symbols by computing an accurate initial guess using the DA

(a)

% completely NDA
Hybrid (DA-NDA)

m . completely DA

(b)

% completely NDA
Hybrid (DA-NDA)

~m . completely DA

NMSE

0 é 1‘0 1‘5 20 0 é 16 1‘5 20
7 [dB] 7 dB]

Fig. 2. NMSE for the completely DA, the hybrid and the completely

NDA EM-based estimators (L = 4) vs. the average SNR ~, with

N = 100, FyTs = 0.007, and F's = 24300 Hz, for (a) N,, = 2, (b)

N, =4.

procedure developed also in this paper. In doing so, the new EM-based
estimator coincides with the completely DA approach over a wide range
of the SNR. This means that it provides the exact ML estimates that
would be theoretically obtained in the hypothetical scenario where all
the transmitted symbols are perfectly known (completely DA). In Fig.
3. we compare the performance of the completely DA and the hybrid
ML estimators, for different antenna-array sizes. Even in the special
case of a SISO system (/N,, = 1), the proposed estimator yields suf-
ficiently accurate SNR estimates. It is also seen that increasing the
number of receiving antenna elements improves substantially the esti-
mator’s performance, since it helps in accurately estimating the noise
variance that is assumed to be constant across all the antenna elements.

—©— completely DA
—e— hybrid (DA-NDA)
0
10 N, =1 (SISO)
N, =2
107 N, =4
g No=8
g D
107%
D
10° E
]
10" i i i
0 5 10 15 20
¥ [aB]

Fig. 3. NMSE for the completely DA and the hybrid (DA-NDA) EM-
based estimator (L = 4) vs. the average SNR ~, for different numbers
of receiving antennas with N = 100, F3Zs = 0.007, and F's = 24300
Hz.

5. CONCLUSION

In this paper, we proposed a new instantaneous SNR estimator over
time-varying flat fading SIMO channels, using a polynomial-in-time
expansion. In the DA scenario, the SNR estimator was derived in
closed form, whereas, in the NDA case, we proposed a solution that
is based on the expectation-maximization concept. Moreover, the new
iterative estimator converges within very few iterations to the exact ML
estimates when it is initialized with some few pilot symbols. Computer
simulations show that our newly developed estimator is able to reach
the optimal performance over a wide range of average SNR.
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