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Abstract—We propose a spatio-temporal array-receiver (STAR) for asynchronous code division multiple access (CDMA), using a new space/time structural approach. First, STAR performs blind identification and equalization of the propagation channel from each mobile transmitter. Second, it provides fast and accurate estimates of the number, relative magnitude, and delay of the multipath components. From this space/time separation, STAR reconstructs the identified channel with respect to a partially revealed space/time structure and reduces identification errors by the order of the ratio of the processing gain and the number of paths. Therefore, STAR offers a high potential for increasing capacity, with relatively low computational complexity. Simulations confirm the good multipath acquisition and tracking properties of STAR in the presence of strong interference and fast Doppler.

Index Terms—Array signal processing, blind identification, eigensubspace tracking, equalization and beamforming, localization and tracking, source separation, space–time processing, time-delay synchronization and tracking.

NOMENCLATURE

\( a \) Scalar.
\( A \) Vector in the time domain.
\( \mathbf{A} \) Matrix in the time domain.
\( \mathbf{A}^r \) Vector reshaping \( \mathbf{A} \) column-wise.
\( \mathbf{A}^T \) Vector in the frequency domain.
\( \mathbf{A}^H \) Matrix in the frequency domain.
\( A^* \) Complex conjugate of \( A \).
\( A^H \) Transpose of \( A \).

Acronyms:

STAR Spatio-temporal array-receiver.
PCM Postcorrelation model.
DFI Decision feedback identification.
STS Space/time separation.

I. INTRODUCTION

SMART antennas have been recently applied to improve the capacity and the performance of wireless mobile communication systems [1], [2]. They permit the development and the integration of new and powerful array signal processing tools to wireless communications technology. These initial promising results suggest further exploitation of antenna array processing in spread spectrum techniques [3] and motivate the development of new multiuser access methods in asynchronous CDMA [4]–[7]. Most of these techniques (e.g., [4] and [5]) efficiently address processing in space for combining multipath and antenna diversity. However, they use processing in time, for synchronization and sampling, following the classical RAKE structure [3]. As will be seen below, the time-acquisition performance is significantly improved with the new approach.

Indeed, time synchronization and tracking are important issues in cellular CDMA. The performance of the RAKE receiver depends strongly on correct timing. Acquisition of synchronization with a RAKE has generally required hypothesis-testing of likely rough values of a fixed number of multipath time-delays. Once this approximate synchronization has been achieved, the estimates are refined to the required accuracy by means of a closed-loop tracking technique. Therefore, the processing time can be very large, resulting in high complexity since, in the RAKE, both are proportional to the time resolution [3].

Blind multichannel identification, or equalization methods which propose joint space-time processing, offer a good alternative to the RAKE, but usually they have been applied to time division multiple access (TDMA) (see the survey and references in [8]). Recently, some blind multichannel equalization schemes were proposed for code division multiple access (CDMA) (e.g., [9]). These techniques implicitly perform synchronization and array combining by channel equalization in space and time. They process the received signals before correlation, however, and do not exploit effectively the structure of the despread data in CDMA.

Unlike [9], we consider a blind multichannel approach over the despread data and develop a block-data formulation, denoted as the postcorrelation model (PCM). The idea of exploiting the data structure after despread has been already explored in [10] through a simple model for user-localization in spread spectrum techniques. Recently, a more elaborate model of the despread data was developed in [11] in order to implement a blind space-time CDMA receiver, assuming an approximate synchronization of the data. More recently, this model was exploited in [12] to achieve synchronization as well. In this paper, we propose a similar data model which we independently derived previously [13], [14]. This PCM model characterizes the structure of the channel in space and time and can be interpreted as an instantaneous mixture in a one-dimensional spatio-temporal signal subspace. It permits the use of low complexity narrowband array processors and efficient multidimensional signal processing tools.
Based upon this PCM model, we propose the use of a spatio-temporal array-receiver (STAR). First, by means of an adaptive subspace-tracking procedure, STAR achieves blind identification and equalization of the channel and implicitly performs integrated and efficient multipath capture and combining in one step. Second, contrary to [9], it exploits the time structure of the identified channel derived from the PCM model and proposes new localization and tracking procedures for estimating the number of paths and their time-delays. Such time characterization was recently considered in [15]–[18] for applications other than CDMA following different approaches. Here, this time characterization achieves a space/time separation (STS) of the identified channel. Channel reconstruction from this space/time decomposition reduces identification errors by the order of the ratio of the processing gain and the number of multipaths and significantly improves the performance of the algorithm.

In analogy with direction of arrival (DOA) estimation techniques, in order to achieve this time characterization of the channel, STAR permits consideration of two multipath time-delay localization options [13]. The first, STAR-SS, performs localization by source-structure analysis. It is very fast and more efficient for slow Doppler. The second, STAR-ES, performs localization by eigenstructure analysis. It is slower and more complex, but more accurate and efficient for fast Doppler. Once localization (i.e., synchronization) has been achieved by either technique, this step is replaced by continuous tracking of the multipath time-delays and their number [14].

STAR provides an attractive and simple receiver structure with relatively low computational complexity. Simulations confirm its effectiveness and its multipath acquisition capability at high interference levels and over a wide range of Doppler.

II. NEW BLOCK FORMULATION AND SPATIO-TEMPORAL MODELING

We consider a cellular CDMA system where each base-station is equipped with a receiving antenna of $M$ sensors. We are mainly interested in the uplink, but we shall show later that STAR is applicable to the downlink as well. The binary phase shift keying (BPSK) bit sequence of the desired user is first differentially encoded at the rate $1/T_s$, where $T_s$ is the bit duration [see Fig. 1(a)]. The resulting differential binary phase-shift keying (DBPSK) sequence $b(t)$ is then spread by a periodic personal code $c(t)$ at a rate $1/T_c$, where $T_c$ is the chip pulse duration [see Fig. 1(b)]. The period of $c(t)$ is assumed to be equal to the bit duration $T$, although the results can be generalized to code periods that are multiples of $T$. The processing gain is given by $L = T/T_c$. We also assume a multipath fading environment where the number of paths $P$ is unknown and where the time-delay spread $\Delta \tau$ is small compared to $T$ [see Fig. 1(d) and (e)].

At time $t$, the observation vector received by the antenna array can be written as follows:

$$X(t) = \psi(t) \sum_{p=1}^{P} G_p(t) \varepsilon_p(t) b(t - \tau_p) c(t - \tau_p) + I(t)$$

(1)

where $\tau_p \in [0, T]$ are the propagation time-delays along the $P$ paths, $p = 1, \ldots, P$ and $G_p(t)$ are the propagation vectors with equal norms, their value to be fixed later. $\varepsilon_p(t)$ are the fractions along each path [i.e., $\sum_{p=1}^{P} \varepsilon_p(t) = 1$] of the total power $\psi^2(t)$ received from the desired user. Estimation of the received power includes the effects of path loss, Rayleigh fading, and shadowing. We assume the time-variations of $G_p(t)$. $\varepsilon_p(t)$ and $\psi^2(t)$ to be very slow and locally constant, relative to the bit duration $T$. The noise term $I(t)$ includes the thermal noise received at the antenna elements as well as the self-, in-cell, and out-cell interference. In order to keep the discussion simple, for the moment we assume that the time-delays are constant. The tracking of time-varying multipath delays is specifically addressed in Section IV.

At successive frames of period $T$, we now define the postcorrelated observation vector of the frame number $n$ over the time-interval $[0, T]$ by

$$Z_n(t) = \frac{1}{T} \int_0^T X(nT + t + t') c(t') dt'.$$

(2)

This is actually a general definition of the postcorrelation vector. The classical definition considers $Z_n(t)$ at some particular time-instant $t = \tau_p$, after synchronization by the RAKE receiver (see simplified version of STAR in [19]). This amounts to delaying the postcorrelated data over each path, then sampling it at the bit rate. Here, we consider a continuous stream of the data after despreading and segment it into frames of bit duration $T$. Since the bit framing is
not aligned across paths received with different delays [see Fig. 1(d)], methods that process the data before correlation (e.g., [9]) result in outputs whose values near the frame boundary reflect contributions from two source bits (as in blind multichannel approaches [8]). In contrast, methods that carry out correlation on separate paths allow location of a frame boundary that is well separated from the correlation peaks, resulting in a composite correlation output in each frame influenced by only a single source bit [see Fig. 1(e)]. As long as the frame boundary lies outside the delay spread interval1 [see Fig. 1(e)], \( Z_n(t) \) of (2) can be developed into

\[
Z_n(t) \approx \mathcal{U}(nT) \psi(nT) \sum_{\tau_p \in \mathbb{N}_p} G_{\nu}(nT) \rho_{\nu}(t - \tau_p) + N_n(t)
\]

where \( \rho_{\nu}(t) \) is the correlation function of the chip pulse and \( N_n(t) \) is the postcorrelation noise of frame number \( n \). Since the chip pulse is almost time-limited to \([0, T_c] \), its autocorrelation function \( \rho_{\nu}(t) \) is time-limited to \( t \in [-T_c, T_c] \) (i.e., main lobe) and almost null for \(|t| \geq T_c \) [see Fig. 1(c)]. Due to its peaky behavior, \( \rho_{\nu}(t - \tau_p) \) can be viewed as a time-delayed impulse response2 observed with a frequency resolution \( 1/T_c \) for an interval \( t \in [0, T] \) of the \( p \)th path [see Fig. 1(e)].

For each frame, we sample \( Z_n(t) \) at the chip rate \( 1/T_c \) over the interval \( t \in [0, T] \) and form the \( M \times L \) block data matrix denoted by \( Z_n = [Z_n(0), Z_n(T_c), \ldots, Z_n((L-1)T_c)] \) as the post-correlated observation matrix. Therefore, our approach amounts to sampling the data at the chip rate, as usually made, then stacking it into blocks of length \( L \) and of duration \( T \) [see Fig. 1(f)]. Oversampling above the chip rate, as in [11] and [12], is not necessary. Notice that, indeed, if the time-delays were integer multiples of the chip duration, then \( P \) unknown columns of \( Z_n \) would correspond to the classical postcorrelation vectors, while the remaining columns would correspond to simple interference. In contrast, our method assigns continuous values to the time-delays over the interval \([0, T] \), but the number of paths that can be resolved is still limited by the processing gain \( L \). Each path corresponds to one or, at most, two adjacent columns of \( Z_n \) that can be reasonably approximated by the main lobe of a sinc function sampled at the chip rate3 [see Fig. 1(f)].

Using (3), \( Z_n \) can be explicitly written as follows:

\[
Z_n = b_n \psi_n \sum_{\nu \in \mathbb{N}} G_{\nu} \varepsilon_{\nu} D_p^T + N_n = b_n \psi_n G_n \Psi_n D_p^T + N_n
\]

where \( b_n, \psi_n, G_{\nu} \) and \( \varepsilon_{\nu} \) are equal to \( \mathcal{U}(nT), \psi(nT), G_{\nu}(nT) \) and \( \varepsilon_{\nu}(nT) \), respectively; \( G_n = \{G_{\nu(1)}, \ldots, G_{\nu(L)}\} \) is the propagation matrix; and \( \Psi_n = \text{diag} \{\varepsilon_{\nu(1)}, \ldots, \varepsilon_{\nu(L)}\} \) is the diagonal matrix of power partition over multipaths. Finally, we shall use this feature to implement the time-delay acquisition step.

We now rewrite (4) in the following compact form:

\[
Z_n = H_n s_n + N_n
\]

where \( H_n = G_n \Psi_n D_p^T = J_n D_p^T \) is the spatio-temporal propagation matrix and \( s_n = b_n \psi_n \) is the signal component. Notice here that, while the columns of the time response matrix \( D \) defined in the manifold \( \mathbb{I} \), the spatial response matrix \( J_n = G_n \Psi_n \) is not modeled4 and corresponds to the unknown part of the spatio-temporal structure of \( H_n \).

Equation (6) provides a new instantaneous-mixture model at the bit rate where the signal subspace is one-dimensional in the \( M \times L \) matrix space. The matrices \( Z_n, H_n, \) and \( N_n \) are transformed into \((M \times L)\)-dimensional vectors by arranging their columns as one spatio-temporal column vector to yield

\[
Z_n = H_n s_n + N_n
\]

where \( Z_n, H_n, \) and \( N_n \), respectively, denote the resulting vectors.

What is original about the new data block model in (6) or (7) is that the signal component \( s_n \) is a scalar and the spatio-temporal signal subspace generated by the space-time propagation vector \( H_n \) is one dimensional. It is the correlation step that almost cancels intersymbol interference (ISI) and allows for such a model, contrary to recent blind methods in CDMA (e.g., [9]), which process the data before correlation [see Fig. 1(d) and (e)] following blind multichannel approaches (see the survey in [8]). This model we refer to as the PCM permits any low-complexity narrowband array-processing technique to be implemented.

---

1The opposite event could be detected from the localization results. To avoid it, we either run a parallel version or restart the algorithm with the data delayed by \( T/2 \). The case of a delay spread larger than \( T/2 \) is under study.

2It may be necessary to design pulses whose correlation is very close to a sinc function, but the approximation holds in general.

3Intuitively, we approximate the number of resolvable coefficients of an impulse response by fewer sinc functions parameterized by time-delays with continuous values in \([0, T] \).

4In [17] and [18], the pulse function which modulates the symbols is included in the time manifold. Similarly, it is the exact correlation function of the chip code \( \rho_{\nu}(t) \) that should be included here as in [11] and [12], but the approximation made with simple delays is satisfying in the CDMA context. In any case, we avoid the zero-entries problem reported in [18], since no inversion (i.e., deconvolution) is involved in our approach.

5We may characterize \( G_n \) in a space manifold parameterized by angles of arrivals as in [16]–[18]. However, a space characterization is often much more restrictive than a time characterization. Besides, it requires perfect antenna calibration and adequate sensor positioning.
used. In particular, either eigensubspace tracking or principal-component analysis methods could be used to identify $\hat{\mathbf{H}}_n$ in a blind approach. Narrowband array beamformers could be used to estimate $s_n$ from such estimates of $\hat{\mathbf{H}}_n$ in a blind space-time-equalization-like step.

Next, using (7), we first propose a spatio-temporal identification and equalization procedure adapted from [19] for simultaneously estimating $\hat{\mathbf{H}}_n$ and $s_n$, as shown in Fig. 2. Second, using (6), we derive a structural STS and reconstruction of the identified channel after convergence (i.e., $\hat{\mathbf{H}}_n = \mathbf{J}_n \mathbf{D}_n^T$). This step captures multipath delays, reduces identification errors by a factor of $N_a$, and improves the performance of STAR, as shown later by simulations. Finally, the two steps can be integrated for multipath tracking, as explained in Section IV.

III. THE PROPOSED STRUCTURE OF STAR

A. Spatio-Temporal Identification and Equalization

We first assume that an estimate of $\mathbf{H}_n$, say $\hat{\mathbf{H}}_n$, is available at each block iteration $n$ [19]. From this estimate (see Fig. 2), we can extract the signal component $s_n$ by any distortionless beamformer $\mathbf{W}_n$ (i.e., $\mathbf{W}_n^H \hat{\mathbf{H}}_n = 1$). It is reasonable to assume $\mathbf{N}_n$ to be an uncorrelated white noise vector, in which case a delay-sum (DS) beamformer (i.e., $\mathbf{W}_n = \hat{\mathbf{H}}_n / M$) is optimal for source extraction [19]. This beamformer achieves a spatio-temporal blind equalization by matched filtering in an $M \times L$ dimensional space and estimates $s_n$ by

$$\hat{s}_n = \text{Real} \left\{ \mathbf{W}_n^H \mathbf{Z}_n \right\} = \text{Real} \left\{ \hat{\mathbf{H}}_n^H \mathbf{Z}_n / M \right\}$$

where the Real$\{\cdot\}$ function extracts the real signal component sequence $s_n = \psi_n b_n$ and further reduces the noise by half [19]. The total power received from the desired user is estimated for power control by

$$\hat{\psi}_n^2 = (1 - \alpha) \hat{\psi}_{n-1}^2 + \alpha |\hat{s}_n|^2$$

where $\alpha \ll 1$ is a smoothing factor (see [19] for more details), while the bit sequence $\hat{b}_n$ is estimated from the sign of $\hat{s}_n$. Finally, we track $\hat{\mathbf{H}}_n$ in a blind identification scheme by the following simple and fast least mean square (LMS)-type eigensubspace tracking procedure [19]

$$\hat{\mathbf{H}}_{n+1} = \hat{\mathbf{H}}_n + \mu_n \left( \mathbf{Z}_n - \hat{\mathbf{H}}_n \hat{s}_n \right) \hat{s}_n^*$$

where $\mu_n$ is an adaptation step-size, possibly normalized. Notice that $\hat{b}_n \hat{b}_n^*$ can be used instead of $\hat{s}_n$. This equation converges to $\hat{\mathbf{H}}_n$, with norm $\sqrt{M}$ within a sign ambiguity (i.e., $\hat{\mathbf{H}}_n \simeq \pm \hat{\mathbf{H}}_n$ when $n \to \infty$) [19]. Since $\hat{b}_n$ is a DBPSK sequence, this ambiguity has no consequences other than changing the signs of $\hat{s}_n$ and $\hat{b}_n$. For the sake of simplicity,
and without loss of generality, we assume in the following that \( \mathbf{H}_n \) converges to \( \mathbf{H} \).

Other eigensubspace tracking techniques can be used to estimate \( \mathbf{H} \) as well. The identification procedure we proposed in (10), however, is original in that it combines eigensubspace tracking with decision feedback through \( \mathbf{s}_n \) as a reference signal. This decision feedback identification (DFI) feature forces the convergence to \( \mathbf{H} \) within a sign ambiguity. It also achieves the reduction of interference by half, by taking the real part of the beamformer output in (8). This DFI feature increases the capacity by a factor of almost two, as shown in [19]. Other eigensubspace tracking techniques estimate \( \mathbf{H} \) within a phase ambiguity and have no control over it. Thus, they do not achieve this additional gain in capacity.

At this stage, STAR achieves all the required goals, as shown by Fig. 2. It implicitly synchronizes the data through channel equalization without time-delays acquisition, simultaneously estimates the bit sequence, and controls the transmitted power, all at a low order of complexity of \( O(ML) \). Additionally, assigning to the identified channel a partially known space/time structure, i.e., \( \mathbf{H}_n = \mathbf{J}_n \mathbf{D}^T \) and \( \mathbf{D} \in \mathbf{I} \) to the identified channel significantly reduces identification errors and improves the performance of STAR. This idea which was, to our knowledge, first explored in [20], relies on an algorithm we refer to here as the adaptive source-subspace extraction and tracking (ASSET) technique (see [21] and [22] and related references therein). We next address this point.

**B. Structural Space/Time Separation (STS) and Reconstruction**

In the following, we propose two time-delay acquisition techniques (i.e., estimation of \( \mathbf{D} \in \mathbf{I} \)) that can be applied in complementary situations, covering a very wide range of time-variations of the spatial matrix \( \mathbf{J}_n \). As explained below (see Fig. 2), these procedures achieve a space/time separation of the spatio-temporal matrix (i.e., estimation of \( \mathbf{J}_n \)) and allow its reconstruction (i.e., \( \mathbf{H}_n = \mathbf{J}_n \mathbf{D}^T \) instead of \( \mathbf{H}_n \)), with a reduction of identification errors by a factor of \( L/P \).

1) **STAR-SS—Source-Structure Time-Delay Acquisition Approach:** Consider the situation where the time-variations of the spatial matrix \( \mathbf{J}_n \) are slow enough, a case applicable to the range of Rayleigh Doppler so far considered in cellular CDMA, so that the spatio-temporal identification by (10) can be made with an acceptable error. Indeed, the time-variations of \( \mathbf{H}_n \) involve those of \( \mathbf{J}_n \), which degrade identification as they increase.

Once convergence of \( \mathbf{H}_n \) is reached (see Fig. 2), we can redivide it into an \( M \times L \) matrix with respect to the PCM model and obtain

\[
\mathbf{H}_n^T = \mathbf{D} \mathbf{J}_n^T + \mathbf{E}_n^T
\]

where \( \mathbf{E}_n^T \), the matrix of identification errors, is considered as a small additive noise matrix. Let us then define the column-by-column FFT of \( \mathbf{H}_n^T \) by

\[
\mathbf{H}_n = \mathbf{D} \mathbf{J}_n + \mathbf{E}_n
\]

where \( \mathbf{E}_n \) denotes the column-by-column FFT of \( \mathbf{E}_n^T \). From this equation, the estimation of \( \mathbf{D} \) and \( \mathbf{J}_n \), which amounts to a space/time-like separation, can be achieved in a way similar to source separation. Other techniques [17], [18] rely on a space-time model of the channel similar to (11), but mainly deal with a 2D localization problem. Here, we give a different interpretation of the channel and address the issue of the STS of its structure, to which we refer as the STS approach.

According to this view, the column vectors of \( \mathbf{H}_n \) constitute observation vectors, as if received by \( L \) antennas in \( M \) parallel spaces. On the other hand, the column vectors of \( \mathbf{J}_n^T \) can be seen as signal vectors of \( P \) sources that differ from one space to another. However, all these sources propagate in the \( M \) different spaces along the same trajectories defined by the common propagation matrix \( \mathbf{D} \), where the multipath time-delays \( \tau_{pn} \) correspond to DOA’s of plane-wave sources [see (5)]. The time manifold \( \mathbf{I} \) contains \( \mathbf{D} \) (or \( \mathbf{D}^T \)) and can be viewed as an array manifold. Therefore, any narrowband array processing technique for DOA estimation (i.e., localization, tracking, etc., ...) or for source separation applies by virtue of the PCM model. DOA techniques (see [23] for more details) can be used first to estimate and then to combine the time-delays \( \tau_{pn} \) (i.e., \( \mathbf{D} \) or \( \mathbf{D}^T \)) over each of the \( M \) observation spaces or columns of \( \mathbf{H}_n \). Multisource beamforming can be used subsequently to separate the spatial response matrix \( \mathbf{J}_n^T \) as if it were a signal matrix.

Based on the above analogy,

\[
\mathcal{S}_{\text{SS}}(\tau) = \frac{1}{1 - F(\tau) H_n H_n^H F(\tau)/ML^2}.
\]

This spectrum reveals \( P \) peaks at the time-delay locations, from which estimates of the number of paths \( \hat{P} \) and their time-delays \( \hat{\tau}_1, \ldots, \hat{\tau}_p \) can be obtained.

By analogy to a reference algorithm for source localization, MUSIC [24], [25], we avoid the prohibitive search over the time-delay locations in \([0, T]\) and propose a solution that is similar to Root-MUSIC [26]. We define the following \((2L-2)\)-degree polynomial

\[
P_{\text{SS}}(z) = 1 - F(\tau) H_n H_n^H F(\tau)/ML^2
\]

where \( z = e^{-j2\pi\tau} \). Let \( \hat{\beta}_1, \ldots, \hat{\beta}_{L-1} \) denote the \( L - 1 \) roots inside the unit circle of the equation \( P_{\text{SS}}(z) = 0 \). Then \( P_{\text{SS}}(\hat{\beta}_1, \ldots, \hat{\beta}_{L-1}) \) reveal the extrema of the spectrum \( \mathcal{S}_{\text{SS}}(\tau) \) and give \( \hat{P} \) and \( \hat{\tau}_1, \ldots, \hat{\tau}_p \) if the delays are assigned in order of decreasing spectrum magnitude. Then \( \mathbf{D} \) is the column-by-column inverse FFT of \( \mathbf{D} = [F(\hat{\tau}_1), \ldots, F(\hat{\tau}_p)] \).

2) **STAR-ES—Eigenstructure Time-Delay Acquisition Approach:** Consider now the situation in which the time-variations of \( \mathbf{J}_n \) are very fast, so that the spatio-temporal identification errors become very high. In this case we apply an eigenstructure-based approach to the postcorrelated
observation matrix $\mathbf{Z}_n^T$ in (6), instead of $\mathbf{Y}_n^T$ in (11). Here, we exploit new adaptations of MUSIC [24], [25] and of Root-MUSIC [26] for a better illustration, but other high resolution techniques, such as ESPRIT [29] or the ML approach [27], [28], can be used as well (see [15]–[18]).

In this approach, it is reasonable to assume uncorrelated multipaths at the same antenna. Using the same analogy developed earlier, the column vectors of $\mathbf{J}_n^T$ can again be regarded as signal vectors of $\mathbf{P}$ uncorrelated sources in $\mathcal{M}$ parallel spaces, propagating from one space to another along the same trajectories, but with different statistics. As the time-variations of $\mathbf{J}_n$ increase (e.g., very fast Doppler), the variations of the short-term statistics gathered locally during short observation time-intervals decrease and the source signals (i.e., multipath components) become more stationary over larger time-intervals. Note that (10) is still necessary for power control. Contrary to STAR-SS, faster time-variations of $\mathbf{J}_n$ speed up the convergence, since STAR-ES involves the statistics of $\mathbf{J}_n$, rather than its instantaneous realizations.

Over the $m$th column vector of $\mathbf{Z}_n^T$, denoted by $Z_{m,n}$, define now the signal eigensubspace by the $L \times P$ eigenmatrix $\mathbf{U}_m$, corresponding to the $P$ largest eigenvalues of the correlation matrix $R_{Z_m}$ of $Z_{m,n}$. Then for $m = 1, \ldots, M$ and $p = 1, \ldots, P$ we have $\mathbf{F}(\tau_p)^H \mathbf{U}_m \mathbf{F}(\tau_p)/L = 1$, where $\mathbf{U}_m$ denotes the column-by-column FFT of $\mathbf{U}_m$. Similar to the previous approach, we shall use this high-resolution feature to provide a localization spectrum and its root solutions, but first we need to estimate the signal eigenmatrices $\mathbf{U}_m$.

We propose an adaptive eigensubspace tracking technique similar to [21], which can be seen as an asymptotic version of [30] after convergence, but other algorithms can be used as well8 (see references in [30]). Remember that we need an initial estimate of the dimension $P$ of the signal eigensubspace. To show the robustness of STAR-ES with respect to this initial rank estimation, we define here $P_{\text{max}} \ll L$ as the maximum number of resolvable paths that may be present at the same time (i.e., $P < P_{\text{max}}$) and track the $L \times P_{\text{max}}$ eigenmatrix $\mathbf{U}_{m,n}$ for $m = 1, \ldots, M$ by

$$\mathbf{U}_{m,n+1} = \mathbf{U}_{m,n} + \eta_{m,n}(Z_{m,n} - \mathbf{U}_{m,n} Y_{m,n})Y_{m,n}^H$$

(15) where $\eta_{m,n}$ is an adaptation step-size, possibly normalized, and $Y_{m,n} = \mathbf{U}_{m,n} Z_{m,n}$. This equation is a simple approximation of an LMS version of [30] and behaves nearly as well as the exact solution. It converges to the $L \times P_{\text{max}}$ eigenmatrix of $R_{Z_m}$ corresponding to its $P_{\text{max}}$ largest eigenvalues7 such that $\mathbf{U}_{m,n} \mathbf{U}_{m,n}^H = \mathbf{I}_{P_{\text{max}}}$.

Once convergence is reached (see Fig. 2), we define the localization spectrum of STAR-ES by

$$S_{\text{ES}}(\tau) = \frac{1}{1 - \mathbf{F}(\tau)^H \mathbf{Y}_n \mathbf{Y}_n^H \mathbf{F}(\tau)/MI^2}$$

(16)

6The use of these techniques is justified by the fact that each column of the noise matrix $\mathbf{N}_n^T$ can often be approximated as an uncorrelated white noise vector.

7If $R_{Z_m}$ can be assumed identical for $m = 1, \ldots, M$ (e.g., ultra high Doppler), we can take the average of (15) over sensors in a joint eigensubspace tracking scheme.

where the $L \times (MP_{\text{max}})$ matrix $\mathbf{Y}_n$ is the column-by-column FFT of $\mathbf{V}_n = [\mathbf{U}_{1,n}, \ldots, \mathbf{U}_{M,n}]$. Its root solutions are given in a way similar to STAR-SS using the following polynomial:

$$P_{\text{ES}}(\tau) = 1 - \mathbf{F}(\tau)^H \mathbf{Y}_n \mathbf{Y}_n^H \mathbf{F}(\tau)/MI^2$$

(17) and provide $\hat{P}$ and $\hat{\tau}_1, \ldots, \hat{\tau}_P$ as well as $\hat{\mathbf{D}}$. $\mathbf{V}_n$ contains $(P_{\text{max}} - P)$-dimensional noise eigensubspaces. The performance in localization decreases as $(P_{\text{max}} - P)$ increases, but still remains acceptable in practical situations.

3) Spatio-Temporal Separation and Reconstruction: As discussed at the beginning of Section III-B1, once $\hat{\mathbf{D}}$ is estimated, we resort to the STS approach and separate $\mathbf{J}_n^T$ as a signal-like matrix by multisource beamforming [21] and compute its constituent elements $\hat{\mathbf{G}}_n$ and $\hat{\mathbf{Y}}_n$ as follows:

$$\hat{\mathbf{J}}_n^T = [\hat{J}_{1,n}, \ldots, \hat{J}_{P,n}]^T = (\hat{\mathbf{D}}^T \hat{\mathbf{D}})^{-1} \hat{\mathbf{D}}^T \hat{\mathbf{Y}}_n^T$$

(18)

$$\hat{\mathbf{G}}_n = ||\hat{\mathbf{J}}_n||_F \begin{bmatrix} ||\hat{J}_{1,n}||_F & \cdots & ||\hat{J}_{P,n}||_F \end{bmatrix}$$

(19)

$$\hat{\mathbf{Y}}_n = \text{diag} \left\{ \begin{bmatrix} ||\hat{J}_{1,n}||_F & \cdots & ||\hat{J}_{P,n}||_F \end{bmatrix} \right\}$$

(20)

where $||.||_F$ denotes the Frobenius norm of a matrix. Finally, we reconstruct the spatio-temporal propagation matrix $\hat{\mathbf{H}}_n$, or equivalently $\hat{\mathbf{H}}_n$ (see Fig. 2), with respect to the spatio-temporal structure of the channel in (4) by

$$\hat{\mathbf{H}}_n = \hat{\mathbf{G}}_n \hat{\mathbf{Y}}_n \hat{\mathbf{D}}^T = \hat{\mathbf{J}}_n \hat{\mathbf{D}}^T$$

(21)

The norms of the propagation vectors $\sqrt{K_n}$ are equal to $||\hat{J}_n||_F = \left(\sum_{p=1}^{P} ||\hat{J}_{p,n}||^2\right)^{1/2}$ such that $||\hat{\mathbf{H}}_n||_F \approx \sqrt{M}$. Using (18) and (11) and assuming $\hat{\mathbf{D}} \approx \hat{\mathbf{D}}$, we can write

$$\hat{\mathbf{H}}_n = \mathbf{H}_n + \mathbf{E}_n \hat{\mathbf{D}} \left(\hat{\mathbf{D}}^T \hat{\mathbf{D}}\right)^{-1} \hat{\mathbf{D}}^T$$

(22)

The reconstruction projects the matrix of identification errors $\mathbf{E}_n$ onto the source-subspace defined by $\hat{\mathbf{D}}$ and reduces its energy by a factor of $L/P$. It significantly improves the performance of STAR, as shown by the simulations of Section V.

IV. TRACKING THE NUMBER OF MULTIPATHS AND THEIR DELAYS

Up to this point we have considered constant multipath time-delays for the sake of simplicity. In the following, we allow them to vary with time and denote them by $\tau_{1,n}, \ldots, \tau_{P,n}$. We also assume that $\tau_{1,n}, \ldots, \tau_{P,n}$ as well as $\hat{P}$ have been previously estimated by either STAR-SS or STAR-ES. In order to maintain the gain of $L/P$ in identification errors achieved in Section III-B after localization, we need to update the underlying space/time separation and reconstruction of the channel to the time-variations of $\tau_{1,n}, \ldots, \tau_{P,n}$. At each iteration, we therefore reestimate $\hat{\mathbf{H}}_n = \hat{\mathbf{J}}_n \hat{\mathbf{D}}^T$ from $\hat{\mathbf{H}}_n$.

The spatio-temporal identification and equalization of the channel introduced in Section III-A can be modified as follows

8$\tilde{\mathbf{V}}_n$ could be directly estimated using (15) in the frequency domain.
The LMS-type identification procedure of (10) is replaced after convergence and initial localization by
\[ \hat{h}_{n+1} = \hat{h}_n + \mu_n (z_n - \hat{h}_n \hat{s}_n) \hat{s}_n^* \]  
(23)

while the equalization step by space/time narrowband beamforming of (8) is replaced by
\[ \hat{s}_n = \text{Real} \left( \hat{h}_n^H z_n / M \right). \]  
(24)

Compared to the previous formulations, both equations take advantage of a new and permanent gain in identification errors over \( \hat{h}_n \) by a factor of \( \mu \). They further improve the performance of the algorithm in terms of time-acquisition and reception by incorporating DFI features over both the signal and the channel (see discussion in Section III-A).

To estimate \( \hat{h}_{n+1} \) from \( \hat{h}_{n+1} \) of (24), we could apply at each iteration the time-delays localization procedures described earlier STAR-SS or STAR-ES. These procedures, however, are computationally excessively complex relative to the identification and equalization step. It is simpler to apply them in a single iteration, in order to provide initial estimates of the multipath time-delays. Once an initial time-acquisition is made, either localization procedure can be replaced by a time-delays tracking algorithm.

Indeed, we resort again to the STS approach and to the same analogy established earlier (11) with DOA estimation problems. We consider here the application of low-complexity DOA tracking methods for the tracking of the number of multipaths and their time-delays. We apply the ASSET algorithm [21] to STAR, because it is very simple to implement and it optimally exploits the space manifold structure for DOA tracking (see a comparative evaluation with promising methods in [31]). As explained next (see Fig. 2), we adapt it here to time-delays tracking in a time-manifold, in order to maintain a low computational cost for STAR without assuming time-invariant localization.

### A. Tracking the Multipath Delays

Using the estimate \( \hat{D}_n \) as an approximation of \( D_{n+1} \) [21], we modify (18) and compute the signal-like matrix \( \hat{J}_{n+1}^T \) as the output of a multidimensional DS (delay-sum) beamformer
\[ \hat{J}_{n+1}^T = \left[ \hat{j}_{1,n+1}, \cdots, \hat{j}_{P,n+1} \right]^T = \left( \hat{D}_n^T \hat{D}_n \right)^{-1} \hat{D}_n^T \hat{H}_n^T. \]  
(25)

This beamformer is optimal if \( E_{n+1}^T \) in (11) is an uncorrelated white noise matrix. In most cases, such an assumption is reasonable. Otherwise, we may apply the optimal beamformer proposed in [22]. The computational complexity in (25) is of \( O(LP^2 + P^3 + MPL + MPL^2) \), but it can be reduced to \( O[MPL(L+1)] \) with the iterative implementation of [22]. From (25), the estimation of \( \hat{G}_{n+1} \) and \( \hat{Y}_{n+1} \) follows by (19) and (20).

We now update the time response matrix \( \hat{D}_n \) in a subspace-tracking equation similar to (10). Although a single observation space is sufficient (i.e., \( M = 1 \), the combination of the estimates over the \( M \) spaces (i.e., exploiting antenna diversity) improves the tracking performance. Taking the average, the tracking equation can be stated in the following compact form:
\[ \hat{D}_{n+1} = \hat{D}_n + \frac{\xi_n}{M} (\hat{H}_n^T - \hat{D}_n \hat{J}_{n+1}^T) \hat{J}_{n+1}^* \]  
(26)

where \( \xi_n \) is an adaptation step-size, possibly normalized. The associated computational complexity is \( O((M+1)PL) \).

Note that if \( \hat{H}_n^T \) in (26) is replaced by \( Z_n^T \), we obtain the exact expression of the ASSET algorithm in [21], averaged over sensors. Here, we have the advantage of reducing the noise present in \( Z_n^T \) to simple identification errors in \( \hat{H}_n^T \) [see (11)]. Thus, (26) allows for multipath tracking at a higher interference level and more mobile transmitters can be accommodated.

We now define \( \hat{D}_{n+1} \), the column-by-column FFT of \( \hat{D}_{n+1} \), and constrain its column vectors \( \hat{D}_{p,n+1} \) to lie in \( \Gamma \) for \( p = 1, \cdots, P \), as in [20] and [21]. This is done with the aid of linear regressions of the phase variations between the \( L \) components of \( \hat{D}_{p,n+1} \) and \( \hat{D}_{p,n} \) over the \( L \) frequency bins 0, 1, \( \cdots, L-1 \). If we define these variations for \( l = 1, \cdots, L \) and for \( p = 1, \cdots, P \) by
\[ \delta \phi_{p,l,n+1} = \text{Im} \left\{ \log \left( \hat{D}_{p,l,n+1} / \hat{D}_{p,l,n} \right) \right\} \]  
(27)
then \( \hat{\tau}_{p,n+1} \), the slopes of the linear regressions, and \( \hat{D}_{p,n+1} \in \Gamma \), the vectors of delay transforms, are given in (28) and (29) shown at the bottom of the page where \( \text{Im} \{ \cdot \} \) in (27) denotes the imaginary part of a complex number (see [20] and [21] for more details). The impulse response matrix \( \hat{D}_{n+1} \) is estimated in the time-domain as the column-by-column inverse FFT of
\[ \hat{D}_{n+1} = \left[ \hat{D}_{1,n+1}, \cdots, \hat{D}_{P,n+1} \right]. \]

The complexity of this step is \( O[P(L + \log L + 1)] \).

It is more accurate to directly define the columns \( D_{p,n+1} \) of \( \hat{D}_{n+1} \) as replicas of \( \rho(t) \), delayed by \( \hat{\tau}_{p,n+1} \), and sampled at the chip rate. It is even advantageous to set their elements to zero outside the main lobe of \( \rho(t) \) to discard low SNR samples and select multipath fingers in a RAKE-like fashion [19]. We follow here a general approach that is independent of the exact pulse waveform.

\[ \hat{\tau}_{p,n+1} = \hat{\tau}_{p,n} + \frac{L}{2\pi} \times \left( \frac{L-1}{L} \sum_{l=1}^{L} (l-1) \delta \phi_{p,l,n+1} - \sum_{k=1}^{L} (k-1) \sum_{l=1}^{L} \delta \phi_{p,l,n+1} \right) \]  
(28)

\[ \hat{D}_{p,n+1} = F(\hat{\tau}_{p,n+1}) = \left[ 1, e^{-j2\pi \tau_{p,n+1}(1/L)}, \cdots, e^{-j2\pi \tau_{p,n+1}(L-1/L)} \right]^T \]  
(29)
We find that this structure fitting step provides robustness
to correlated sources and colored noise when applied to
DOA tracking [20]–[22]. Similarly, by virtue of including this
feature in (28), STAR allows multipath tracking in the presence
of colored interference (i.e., near–far resistance) and corre-
lated multipath. Furthermore, an optimal beamformer for the
extraction of correlated sources in colored noise was proposed
in [22]. A similar beamformer can be implemented in STAR
in order to allow for optimal reception in correlated multipath
and colored interference in addition to robustness. These issues
will be addressed and reported in a later publication.

We finally reconstruct the spatio-temporal response matrix
as \( \mathbf{H}_{n+1} = J_{n+1} \mathbf{D}_{n+1}^T \) (see Fig. 2) such that \( \| \mathbf{H}_{n+1} \|_F = \sqrt{M} \). The computational complexity of this step is of
\( O(M^2P(L+1)) \). The total computational complexity required
for STAR for multipath tracking is of \( O(M^2PL + ML + PL + P\log L + MP + P) \), with a dominant term of \( O(M^2PL) \).

We can further reduce the complexity of multipath tracking
after localization for large values of the processing gain by
truncating the data block \( \mathbf{Z}_n \) to its \( L' < L \) columns that cover
the time-delay spread with a sufficient margin for the tracking
[i.e., the dominant term of complexity reduces to \( O(M^2PL') \)].
Notice also that the above-noted formulation of STAR holds
in the limiting case where the number of antennas \( M \) is one.
Hence, it can be applied to the downlink without a pilot signal
or a training sequence.

B. Tracking the Number of Paths

Now that we have established an adaptive procedure for
tracking the multipath delays, we consider tracking their
number \( \hat{P} \), since \( P \) may change with time due to paths
appearing and disappearing. The strategy we propose relies
on the observation in time of energy-based detection criteria
proposed in [21] for DOA tracking.

1) The Case of Vanishing Paths: The matrix \( \mathbf{Y}_n = \text{diag} \{ [\mathbf{Y}_n^1, \cdots, \mathbf{Y}_n^p] \} \) of power partition is useful for the de-
tection of vanishing paths. We decide that the \( p \)th path has
vanished at block iteration \( \nu_0 \) if then, and for a number
of previous block iterations \( n_0 = 1 \), its power \( \hat{\mathbf{Y}}^2_{p,0} n \) is constantly
below a minimum threshold \( \hat{\mathbf{Y}}^2_{\text{min}} \), i.e.,
\[
\hat{\mathbf{Y}}^2_{p,0} n < \hat{\mathbf{Y}}^2_{\text{min}} \quad \text{for} \ n \in \{ n_0 - n_v + 1, \cdots, n_d \}. \tag{30}
\]
Instead of evaluating this condition over \( n_v \) block iterations,
we may smooth the elements of \( \mathbf{Y}_n \) to introduce a forgetting
factor. Both techniques can be combined, if necessary, to
avoid false detections. When the above condition is satisfied,
we eliminate the \( p \)th path and the corresponding estimates,
decrement \( \hat{P} \) by 1 (i.e., \( \hat{P} = \hat{P} - 1 \)) and update the parameters
of the algorithm.

2) The Case of Merging Paths: Another case where the
number of paths \( \hat{P} \) should be decremented corresponds to
the situation when two time-delays get very close and their
paths appear to merge into a single one for more than say \( n_m \)
block iterations. Although this case is unlikely to happen in
practice, its absence guarantees a full column-rank condition
of \( \mathbf{D}_n \) and provides for better stability of the algorithm.
This situation can be identified at the block iteration \( n_d \) for the \( k \)th
merging paths by the following condition:
\[
|\hat{\mathbf{Y}}_{p,n} - \hat{\mathbf{Y}}_{k,n}| < T_c \quad \text{for} \ n \in \{ n_d - n_m + 1, \cdots, n_d \}. \tag{31}
\]
In this case, we eliminate either path, decrement \( \hat{P} \) by 1 (i.e.,
\( \hat{P} = \hat{P} - 1 \)) and update the parameters of the algorithm.
Contrary to DOA tracking, no data association is required
when the two merged paths split again after less than \( n_m \)
iterations as if the path-delays had crossed, since they both
belong to the same source.

3) The Case of Newly Appearing Paths: We now study the
case when a new path appears. Such an event would involve an
identification error on the spatio-temporal response matrix \( \mathbf{H}_n \),
denoted by \( \delta \mathbf{H}_n = \varepsilon \mathbf{P}_{n+1,n} \mathbf{G}_{n+1,n} D_{n+1,n}^T \), whose energy can
be compared to a maximum threshold for the detection. This
error \( \delta \mathbf{H}_n \) can be estimated in two ways. We can define the
noise estimate \( \mathbf{N}_n = \mathbf{Z}_n - \mathbf{H}_n \mathbf{s}_n \) and directly identify the error
in a LMS-type tracking equation similar to (10) as follows:
\[
\delta \mathbf{H}_{n+1} = \delta \mathbf{H}_n + \zeta \mathbf{N}_n (\mathbf{N}_n - \delta \mathbf{H}_n \mathbf{s}_n) \mathbf{s}_n^* \tag{32}
\]
where \( \zeta \mathbf{n} \) is an adaptation step-size and where \( \delta \mathbf{H}_n \) and \( \mathbf{N}_n \) are
the \( M \times L \) vectors resulting from the aligned columns of \( \mathbf{H}_n \)
and \( \mathbf{N}_n \), respectively. With respect to the sequence \( \mathbf{s}_n \) already
estimated in (8), this equation is based on an almost exact
LMS implementation. We can also identify an unconstrained
estimate of the spatio-temporal response matrix, say \( \mathbf{H}_n \), in
another almost exact LMS tracking equation given by
\[
\mathbf{H}_{n+1} = \mathbf{H}_n + \zeta \mathbf{Z}_n (\mathbf{Z}_n - \mathbf{H}_n \mathbf{s}_n) \mathbf{s}_n^* \tag{33}
\]
where \( \mathbf{H}_n \) is the \( M \times L \) vector resulting from the aligned
columns of \( \mathbf{H}_n \). This estimate, without the structure fitting
constraint in the time manifold \( \mathbf{I}_n \), tracks all the spatio-
temporal components of \( \mathbf{H}_n \), including the irresolvable paths.
Here, \( \delta \mathbf{H}_n = \mathbf{H}_n - \mathbf{H}_n \) is an alternative estimator of the
required error. Note that \( \delta \mathbf{s}_n \) can be used instead of \( \mathbf{s}_n \) in (32)
and (33) with some appropriate modifications, in order to avoid
the effect of time-fluctuations in the power of \( \mathbf{H}_n \) (see [9]).

Given an estimate \( \delta \mathbf{H}_n \) of the identification error, we may
decide that a new path has appeared at block iteration \( \nu_0 \)
if, after a given number of block iterations \( n_0 \), the relative
distortion over \( \mathbf{H}_n \), given by \( \| \delta \mathbf{H}_n \|_F^2 / \| \mathbf{H}_n \|_F^2 \) consistently
exceeds a maximum threshold, say \( \delta_{\text{max}} \)
\[
\frac{\| \delta \mathbf{H}_n \|_F^2}{M} > \delta_{\text{max}}^2 \quad \text{for} \ n \in \{ n_0 - n_a + 1, \cdots, n_d \} \tag{34}
\]
Again, a smoothing of the distortion instead of (34), or a
combination of both, can be used to avoid false detections.
Whenever we detect an excessive identification error, we can
apply the localization procedures STAR-SS or STAR-ES to
reestimate \( \hat{P} \) and the time-delays \( \hat{\mathbf{Y}}_{p,n} \) for \( p = 1, \cdots, \hat{P} \) and
update the parameters of the algorithm.

All the steps of the algorithm described in the current and
previous sections are finally illustrated by the block diagram
of STAR operations in Fig. 2.
V. SIMULATION RESULTS

A. Localization (i.e., Synchronization) Results

We rely on simulations to illustrate the performance of STAR under difficult localization and tracking conditions. For the evaluation of multipath localization with STAR, we consider the configuration of $M = 4$ sensors, $P = 3$ paths with constant time-delays $\tau_1 \approx 0.15T$, $\tau_2 \approx 0.35T$, and $\tau_3 \approx 0.85T$, a maximum number of resolvable paths $P_{\text{max}} = 5$, and a processing gain $L = 128$. We use Jakes’ model [32] of Rayleigh fading to generate propagation data. We generate two sets of $M \times P = 12$ uncorrelated Rayleigh fading paths at the data bit rate of 9.6 kb/s, with Dopplers of almost 1.76 Hz and 440 Hz, respectively. Perfect power control is assumed (see power control capacity in [19]) where the total received power is $\frac{1}{3}$. We select such an idealistic power fractions profile to allow the evaluation of the detection of appearing or disappearing multipaths (see Section V-B).

The spatio-temporal reconstruction from these estimates at $\eta = 200$ and the multipath tracking reduce identification errors $\left[1 \pm \hat{H}_n^H \hat{H}_n/|M|\right]^2$ by almost $10 \log_{10} (L/P) \approx 16$ dB as expected [see Fig. 3(a), semidashed line], and decrease the bit error rate (BER) in the considered scenario by almost a factor of 50 down to $10^{-3}$. In Fig. 3(c), the localization gain $\log_{10} \left(\text{tr}(\hat{D}^H \hat{U}_n \hat{U}_n^H \hat{D})/|M|\right)^1$ shows that STAR-ES converges at a slower rate, within about $400T$. Its localization spectrum and its root solutions, in Fig. 3(d), show a performance in localization comparable to STAR-SS. Notice here that the double root solution of the second path is merged into a single time-delay using a rule similar to (31). Despite the high resolution capacity of STAR-ES, the noise present in the signal eigensubspace, as well as the low Doppler, slow down its convergence and reduce its performance. In such a case it is better to use STAR-SS, whose complexity is lower.

In the second scenario, we increase the Doppler to 440 Hz and fix $\mu = 0.5$ and $\eta = 0.01$. In Fig. 4(a), identification errors (solid line) show that $\hat{H}_n$ fails to track the very high variations of the spatio-temporal channel. In Fig. 4(b), the localization spectrum of STAR-SS and its root solutions, estimated at $\eta = 500$, reveal none of the time-delays. The advantages of STAR-ES over STAR-SS are evident here. Fig. 4(c) shows that STAR-ES still converges within $400T$, despite the presence of a fast Doppler. Its localization spectrum and its root solutions, in Fig. 4(d), show a performance comparable to the previous scenario. The spatio-temporal reconstruction from the resulting time-delay estimates is made at $\eta = 500$ using $Z_n$ instead of $\hat{H}_n$ in (18). The multipath tracking, following this step, again reduces identification errors as shown in semi-dashed line of Fig. 4(a), but the misadjustment increases with a faster Doppler.

In the third example, we decrease the interference power to $\sigma^2_T = 16$ (i.e., $\text{SINR}_{\text{in}} \approx -12$ dB, or 9 dB after despreading).
Fig. 5. $\sigma^2 = 16$ and Doppler of 440 Hz. (a) Identification error in dB without spatio-temporal reconstruction (solid) and with tracking (semi-dashed). (b) Localization spectrum (solid) and its root solutions ("+") using STAR-SS. (c) Localization gain. (d) Localization spectrum (solid) and its root solutions ("+") using STAR-ES.

**TABLE I**

<table>
<thead>
<tr>
<th>application</th>
<th>convergence</th>
<th>complexity</th>
<th>accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>STAR-SS</td>
<td>slow Doppler</td>
<td>fast $O(ML)$</td>
<td>fair</td>
</tr>
<tr>
<td>STAR-ES</td>
<td>fast Doppler</td>
<td>slow $O(MP_{max}L)$</td>
<td>high resolution</td>
</tr>
</tbody>
</table>

and fix $\mu = 0.5$ and $\eta = 0.01$. In Fig. 5(a), the spatio-temporal identification is seen to converge rapidly, but the misadjustment is higher (solid line) than in Fig. 3(a). In Fig. 5(b), the localization spectrum of STAR-SS and its root solutions almost reveal the time-delays, but the estimation with STAR-SS is not reliable in the presence of a fast Doppler, even at a lower interference level. On the other hand, Fig. 5(c) shows that STAR-ES has a better convergence behavior. Its performance in localization improves significantly, as illustrated by the localization spectrum and its root solutions of Fig. 5(d). The spatio-temporal reconstruction is again made at $n = 500$, this time using $\hat{H}_n$ in (18) as usually defined. Again, multipath tracking reduces the identification errors as shown by the semi-dashed line of Fig. 5(a). Compared to Fig 4(a), the misadjustment is seen to decrease with lower interference.

Table I compares the relevant performance features of STAR-SS and STAR-ES.

**B. Tracking Results**

For the evaluation of multipath time-delay tracking with STAR, we consider the same configuration and the three different conditions discussed above. However, the multipath time-delays are no longer constant, but vary in time along the trajectories of Fig. 6(a). We further assume that the first path vanishes at $n = 4000T$ and reappears at $n = 7000T$.

The complexity is given here for the temporary stage of localization. It excludes the permanent tracking step whose dominant term is $O(MPL)$.

![Fig. 6. (a) True time-delays $\tau_{p,n}$. (b)–(d) True power fractions $\varepsilon_{p,n}^2$.](image)

![Fig. 7. $\sigma^2 = 64$ and Doppler of 1.76 Hz. (a) Estimated time-delays $\tilde{\tau}_{p,n}$. (b) Estimated number of paths $\tilde{P}$ (solid). (c) Time-delay tracking error $\sum_{p=1}^{P} |\tau_{p,n} - \tilde{\tau}_{p,n}|^2 / P$. (d) Identification error $|1 \pm \hat{H}_n^H \hat{H}_n / M|^2$ in dB.](image)

as shown in Fig. 7(b). Therefore, the power fractions of the second and third paths in Fig. 6(c) and (d) increase equally during that time interval to guarantee both $\sum_{p=1}^{P} \varepsilon_{p,n}^2(t) = 1$ and $\rho^2(t) = 1$ (i.e., perfect power control situation).

In the first scenario corresponding to Fig. 3 (i.e., $\sigma^2 = 64$ and Doppler of 1.76 Hz), we initialize STAR with the source-structure localization option STAR-SS and start time-delay tracking within $100T$, even before steady state convergence is reached. We fix $\mu = 0.1$ and $\xi = 0.3$ in (23) and (26), respectively. In Fig. 7(a), we see that the time-delays are properly tracked despite the disappearance and appearance of the first path. Indeed, Fig. 7(b) shows that the number of paths is correctly estimated. The disappearance and reappearance of the first path are rapidly detected with estimation delays less than $100T$. In Fig. 7(c), we plot the time-delay tracking error...
and fix. We observe, in Fig. 8, that STAR performs nearly as well in the presence of very fast Doppler. However, the initialization or restart of STAR is slower than in Fig. 7 and requires almost 200\,T. Notice, however, that the identification errors have no effect on the tracking process, which can be seen in Fig. 7(c) to be robust to abrupt changes in multipath number and power distribution. The tracking errors decrease slightly with fewer multipaths since each resolvable path component carries a greater fraction of the total received power\(^{13}\) [see Fig. 6(c) and (d)].

\[ \sum_{p=1}^{P} |\hat{\tau}_{p,n} - \hat{\tau}_{p,n}|^2 / \hat{P} \] and show that absolute errors are as small as \(10^{-2}\,T\). Channel identification errors are also reduced below \(-20\) dB, as shown in Fig. 7(d). Notice, in Fig. 7(c), that tracking refines localization results at initialization or at the restart of STAR. When the first path vanishes without completely disappearing, STAR stops tracking it and tracking errors increase for a short interval until this event is detected.

The energy component of the first path becomes negligible [see (30)] and has practically no effect on the identification errors of Fig. 7(d). When the first path reappears, identification errors increase for a short interval until this event is detected. Notice, however, that the identification errors have no effect on the tracking process, which can be seen in Fig. 7(c) to be robust to abrupt changes in multipath number and power distribution. The tracking errors decrease slightly with fewer multipaths since each resolvable path component carries a greater fraction of the total received power\(^{13}\) [see Fig. 6(c) and (d)].

In the second example, corresponding to Fig. 4, we increase the Doppler to 440 Hz and fix \(\mu = 0.6\) and \(\xi = 0.4\). We observe in Fig. 8 that STAR performs nearly as well in the presence of very fast Doppler. However, the initialization or restart of STAR is slower than in Fig. 7 and requires almost 500\,T with STAR-ES. The detection of the vanishing path is also slower and requires almost 200\,T. The tracking errors remain in the same range but the identification errors show a higher misadjustment, close to \(-10\) dB.

In the third scenario corresponding to Fig. 5, this time we reduce the interference power to \(\sigma_r^2 = 16\) and fix \(\mu = 0.5\) and \(\xi = 0.3\). We observe, in Fig. 9, that STAR tracks faster with lower interference. The initialization and restart with STAR-ES require almost 200\,T, while the detection of the vanishing path requires almost 100\,T. The misadjustment of identification errors also improves to almost \(-15\) dB. However, tracking errors again remain in the same range of \(10^{-3}\,T\). Overall, the results reveal a tracking behavior for STAR that is very robust to different levels of interference and Doppler.

VI. CONCLUSIONS

The spatio-temporal array-receiver (STAR) we proposed for asynchronous cellular CDMA offers many advantages when compared to previous methods [3]–[9].

- **Attractive Formulation**: STAR derives from the block despread data an attractive instantaneous mixture model of a narrowband source with a one-dimensional spatio-temporal channel and processes it at the bit rate. This model allows for a structural approach to blind channel equalization and time-delays acquisition. It enables the application of efficient narrowband signal processing techniques based on an STS approach of the channel where multipath time-delay estimation can be particularly treated by DOA localization and tracking techniques.

- **Very Low Complexity**: STAR has a very simple structure of narrowband processors, and requires only \(O(ML)\) and \(O(MP_n \log L)\) operations per bit for temporary localization with STAR-SS and STAR-ES, respectively, and \(O(MPL)\) for permanent tracking.

- **High Performance**: STAR manifests fast and accurate time-delays acquisition and tracking in the presence of strong interference and very fast Doppler. It adapts readily to newly appearing or disappearing paths. These properties are essential for high performance in asynchronous cellular CDMA. It also optimally reduces interference by DFI and can potentially accommodate a larger number of users per cell [19].

---

\(^{13}\) Notice that the configuration is different from [14] where a perfect power control situation is not considered and where the loss in received power is compensated by power control when the first path vanishes.
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