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Decentralized Relay Selection Schemes in
Uniformly Distributed Wireless Sensor Networks

Farrokh Etezadi, Keyvan Zarifi, Ali Ghrayeb, and Sofiène Affes

Abstract—We study three relay selection schemes for uniformly
distributed wireless sensor networks: 1) optimal selection where
the relays that maximize the signal-to-noise ratio (SNR) at
the destination are selected, 2) geometry-based, which is based
on selecting the closest nodes to the source, and 3) random
selection in which the nodes are selected randomly from a certain
neighborhood of the source. In all schemes, we assume that all
relays operate in the amplify-and-forward mode and transmit
with equal average powers and each relay has only access to
its backward channel and location. For each relay selection
strategy, we propose a decentralized protocol whereby proper
nodes choose to act as relays without requiring any central coor-
dinating entity or any inter-node information transfer. We derive
expressions for the average SNR at the relays and destination
while assuming that the source-node distances and the inter-
terminal channel links are completely random. We show that,
for all proposed schemes, the SNR variance at the destination
converges to zero as the number of relays increases. While each
selection scheme has its pros and cons, we derive a sufficient
condition under which the average SNR at the destination
becomes independent of the selection scheme employed.

Index Terms—Amplify-and-forward, cooperative communica-
tions, relay selection, wireless sensor networks.

I. INTRODUCTION

IT is now well-understood that cooperative single-antenna
terminals can effectively emulate centralized multiple trans-

mit antenna systems to increase the link reliability, transmis-
sion coverage, spectral efficiency, or a combination thereof.
A practically important form of inter-terminal cooperation is
the case when possibly multiple intermediate terminals act as
relays to convey a source signal to its intended destination.
When a surplus of relaying candidates are at disposal, a proper
choice of relaying terminals can substantially improve the
efficiency of the cooperative network and the target perfor-
mance metric at the destination. This has motivated extensive
research efforts in developing a variety of relay selection
techniques. An intuitive relay selection scheme is to choose a
single terminal that is deemed most appropriate with respect
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to some objective function such as minimizing the channel
outage probability [1]- [6]. This minimalist approach to the
use of relays is theoretically well-justified in some scenarios.
For instance, it has been shown in [5] that if the single optimal
terminal is selected as the relay, the achieved spatial diversity
order is equal to the case when all available candidates act as
relays. Despite the above fact, practical concerns sometimes
discourage putting the onus on only one terminal to establish a
reliable connection between the source and the destination. A
prime example is the case when a source in a wireless sensor
network (WSN) with battery-powered nodes aims to transmit
to a distant destination, but requires some cooperation from
its neighboring nodes due to its limited battery or insufficient
maximal transmit power. As the nodes’ battery replacement
is often impractical if not impossible, using only one node as
a relay results in an early exhaustion of the relay’s limited
energy resource, and consequently leads to a considerable
reduction in the network lifetime. In contrast, using multiple
relays not only can improve the spatial diversity order under
fairly general assumptions, it also can substantially increase
the network longevity when the nodes operate under a total
transmission power constraint. Under such constraint, each
relaying node decreases its transmission power proportional
to the number of selected relays. This guarantees, on average,
less power transmission from every node and more even
power dissipation among all nodes, and, hence, a substantially
prolonged network lifetime.

A number of efficient multi-relay cooperative schemes have
been developed in the literature [7]- [16]. In [7], channel
outage probability expressions are derived for several multi-
relay decode-and-forward (DF) cooperative schemes in which
the relays decode the source signal and either resend it
through orthogonal channels or use a space-time code (STC)
to concurrently retransmit it using a single channel. While
the STC-based cooperative scheme is more spectrally efficient
than its repetition-based counterpart, it entails a higher relays’
coordination and system complexity. A cooperative commu-
nication scheme is developed in [8] where multiple terminals
use an amplify-and-forward (AF) technique to relay the signal
to the destination via orthogonal channels. Assuming that the
SNRs corresponding to all channels from the relays to the
destination are statistically independent, the average symbol
error rate expression is derived in [8] and it is proved that the
cooperative system enjoys the full spatial diversity order. A
similar assumption as in [8] is used in [9] to derive the channel
outage probability expression and obtain the optimal relays’
power allocation in a multi-relay AF cooperative scheme.
Assuming that the forward channels are available at the
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relays, [10] proposes a cooperative beamforming technique
using the set of relays that have successfully decoded the
source signal. Computationally affordable SNR suboptimal
multi-relay selection schemes are proposed [11] and efficient
relay subset selection techniques in cooperative networks with
partial DF transmission are developed in [12]. In [13], the
authors consider relay assignment schemes for large multiple-
pair networks. Each selected relay uses network coding and
serves only one pair of nodes. It is shown that all nodes
achieve the full spatial diversity which is the number of
available relays. Other contributions on power allocation and
relay selection in multi-relay cooperative networks can be
found, for instance, in [14]-[16].

Most of the current literature on relay selection techniques
either completely ignore or only implicitly take into account
the effect of the network topology and the terminals distri-
bution on the performance of cooperative systems. Often, the
only considered factor that is related to the network topology
is the inter-terminal (such as the source-relay) distance effect
that manifests itself in the signal path-loss. When the latter
effect is taken into account, the impact of the signal path-loss
and the small-scale fading is usually lumped together and is
jointly shown by a single random channel coefficient whose
fixed second-order moment is proportional to the path-loss and
whose different realizations represent the randomness of the
small-scale fading. Such a simplistic approach to model the
effects of the network topology and the terminals distribution
may not always be appropriate due to at least the following
two reasons: 1) This model may not sufficiently explain the
effects of the network-descriptive parameters such as the
network size, the terminals distribution, and the terminals
density on the performance of cooperative systems; and 2) this
model does not offer any analytical description of the inter-
terminal distances, and, consequently, the signal path-losses.
Therefore, it may not facilitate obtaining analytical results on
the performance of the cooperative schemes that select the
relays based on their geographical locations.

The main motivation of this work is the limited available
research results on relay selection techniques that explicitly
take into consideration the network’s topological structure. We
contribute in this thrust of research by introducing energy-fair
decentralized relay selection techniques in WSNs whose nodes
are uniformly distributed according to a two-dimensional
homogeneous Poisson process [17]-[19]. The uniform distri-
bution is probably the most reasonable model to describe the
network’s structure when there is no apriori knowledge of the
nodes’ locations. It can also accurately describe the topology
of WSNs whose nodes could move randomly and without any
coordination with one another.

We assume that the source and all relaying candidates are
the WSN nodes. We consider a two-phase AF cooperative
scheme where in the first phase the source broadcasts its
signal and in the second phase K nodes act as relays by
amplifying their received signals and resending them to a
distant destination through dedicated channels. We use the
simple AF scheme as it does not require the nodes to perform
the complicated signal decoding and re-encoding procedure.
Considering the practical case where the nodes are only aware
of their own backward channel as well as their own loca-

tions, we develop three decentralized competition-based relay
selection techniques in which the nodes use their own locally-
available information to compete with one another and acquire
the relaying status. First, the optimal relay selection technique
is proposed where the K nodes with the highest SNRs win the
competition and act as relays. Among all those techniques that
do not use any information of the nodes’ forward channels to
select the proper set of relays, this approach can provide the
highest SNR at the destination. Despite being SNR-optimal,
such an approach is shown to be excessively energy wasteful.
Exploiting the fact that the changes in the network topology
can have a much slower dynamic than those in the terminals’
backward channels, we develop a substantially more energy-
efficient alternative technique upon which closest K nodes
to the source acquire the relaying status. In addition to its
energy efficiency, it is shown that the latter technique results
in an average SNR performance at the destination that, in most
cases, is only a fraction of a dB less than that of its optimal
relay selection counterpart. In spite of its clear advantages,
the above geometry-based relay selection approach may over-
exploit the nodes that are closer to the source especially when
the network topology is static. This motivates us to propose
a third relay selection scheme wherein a periodically-renewed
set of K nodes from a certain neighborhood of the source act
as relays. This random relay selection scheme is shown to be
both energy efficient and fair towards all nodes at the expense
of a possible SNR drop at the destination.

Taking into account the facts that all source-node distances
and all inter-terminal channel links are random quantities,
we analytically study the performance of the proposed relay
selection techniques. First, the cumulative distribution function
(CDF) of the k-th largest SNR at the nodes is derived and
is used to obtain the average SNR at the k-th relay in
the optimal relay selection technique. Then, the probability
density function (PDF) of the k-th closest node to the source
and a randomly-selected node from an R-neighborhood of
the source are used to obtain the average SNR at the k-th
selected relay in the geometry-based and in the random relay
selection schemes, respectively. When the relays are randomly
selected, the choice of R, the radius of the relay-selection
neighborhood around the source, can have a significant effect
on the performance of the cooperative system. Therefore,
a technique to determine the optimal R is proposed by
minimizing a properly-defined outage event.

The average SNR expression at the destination is also
obtained and a sufficient condition is derived under which
the latter expression becomes independent from the approach
used to select the relays. This condition has a particular
practical importance as it clarifies when the fair and energy-
efficient random relay selection technique can be used without
degrading the signal reception quality at the destination. When
the random relay selection technique is used, it is proven
that the average SNR at the destination is an increasing
function of the number of selected relays. As the randomly-
selected relays operate under a total average transmission
power constraint, increasing the number of relays implies
a decrease in each relay’s average transmission power and,
hence, an improvement in the network lifetime. Finally, the
SNR variance at the destination is analytically studied and
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Phase 1 Phase 2

Fig. 1. The two-phase collaboration system description.

is shown to converge to zero in all schemes as K increases.
This verifies that when there is a large number of relays, all
the results that hold for the average SNR at the destination
also apply to the instantaneous SNR with high accuracy.

The rest of this paper is organized as follows. Section II
describes the system and signal models. Section III introduces
the proposed relay selection schemes. Section IV analyzes the
SNR averages and variances for all relay selection schemes.
Simulation results are presented in Section V. Concluding
remarks are given in Section VI.

II. SYSTEM DESCRIPTION

Consider a large WSN wherein identical sensor nodes are
uniformly distributed according to a two-dimensional homo-
geneous Poisson process with intensity ρ [17]-[19]. Assume
that a node s aims to transmit to a distant destination located
outside the WSN using a two-phase AF cooperative transmis-
sion protocol shown in Fig. 1 and described as follows. In the
first phase, s transmits its signal and all other nodes within
its transmission range receive a noisy and attenuated version
of the transmitted signal. In the second phase, K receiver
nodes switch from the listening mode to the transmission
mode, amplify their received signal and retransmit it to the
destination through orthogonal channels and under an average
total transmission power constraint. The strategy to determine
the relaying nodes and the technique to administer the or-
thogonal transmissions among the relays will be presented in
Section III. The above cooperative communication protocol
is implemented in a pragmatic, unsupervised environment in
which there is no channel state information at the source and
no synchronization or information exchange among the relays
and no channel feedback from the destination to the nodes.
We assume that the node k has only knowledge of Ds,k, its
distance to s, along with hs,k, the fading coefficient of the link
between s and k, and periodically transmits this information to
the destination. In addition to the instantaneous channel state
and distance information sent from the relays, the destination
has also knowledge of D, its distance from the network, as
well as hk,d, k = 1, . . . ,K , the fading coefficients of the links
from the relays to the destination. Note that the destination
is assumed to be in a far-field, and, as such, its distance
from every node on the network can be well-approximated
by D. Noise at all terminals is zero-mean white Gaussian
with variance σ2, and all inter-terminal small-scale fadings
can be modeled by independent zero-mean Gaussian random
variables with a variance of 1/2 per dimension.

The received signal at the relaying nodes in the first phase
can be represented as

yk =
√
pshs,kD

−ν/2
s,k x+ nk k = 1, . . . ,K (1)

where ps is the transmission power from s, ν ∈ [2, 6) is
the path-loss exponent, x is the zero-mean unit-variance data
transmitted from s, and nk ∼ CN (0, σ2) is the additive white
Gaussian noise. We adopt the common assumption that there is
a relay-free zone of unit distance around the source [20], [21]
to avoid the problem of the received power divergence in the
close vicinity of the source. The signal transmitted from s is
solely intended to reach the potential relays in a neighborhood
of the source. As such, ps is selected small enough to avoid
inflicting a considerable interference on farther nodes of the
network. From (1), the SNR at node k can be expressed as

γk = ς |hs,k|2D−ν
s,k , (2)

where ς � ps/σ
2 and the average SNR is given by γ̄k =

ς · E
{
|hs,k|2D−ν

s,k

}
. Note that the randomness of Ds,k is

due to the uniform distribution of the nodes on a two-
dimensional plane. Throughout the paper, it is assumed that all
channel coefficients, distances between the source and relays,
the terminals’ noises, and the transmitted signal from the
source are r.v.s. The statistical expectations are always taken
with respect to the joint distribution of all r.v.s inside their
arguments.

The received signal from the k-th relay at the destination
can be represented as

y
[k]
d =

√
βkhk,dD

−ν/2yk + n
[k]
d k = 1, . . . ,K (3)

where n
[k]
d is the background noise corrupting the received

signal from the k-th relay and

βk � 1

K
· PT

E {|yk|2} =
1

K
· PT

σ2(γ̄k + 1)
k = 1, . . . ,K

(4)

is the normalization factor at the k-th relay. It directly follows
from (4) that the instantaneous transmission power from the
k-th relay is ξk = βk|yk|2 = (PT /K) · (|yk|2/E{|yk|2}).
As such, regardless of which set of K nodes act as relays,
the average transmission power from every relay is fixed and
is given by E{ξk} = PT /K, k = 1, . . . ,K . This property
guarantees an equitable power dissipation from the selected
relays and, consequently, prolonging the network lifetime by
avoiding over-exploiting some of the selected relays. More-
over, the average of the total transmission power from the
whole network during the relaying phase is always equal to
PT . This makes it possible to fairly compare the performances
of different relay selection schemes.

Assume that the destination uses optimal maximum ratio
combining (MRC) to estimate x from the set of signals
received from the relaying nodes. Using (1) and (3) and after
some manipulation, it can be shown that the soft symbol
estimate at the MRC receiver output is given by

yd =

K∑
k=1

√
psαkh

∗
s,kh

∗
k,dD

−ν/2
s,k

σ2 (1 + αk|hk,d|2) · y[k]d (5)
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where
αk � βkD

−ν =
1

K
· PT

σ2Dν
· 1

γ̄k + 1
(6)

and ∗ is the conjugate operation. It follows from (3) and (5)
that the resulting SNR at the destination is

γd =

K∑
k=1

θk (7)

where

θk � αk |hk,d|2
1 + αk |hk,d|2

· γk =
αk |hk,d|2

1 + αk |hk,d|2
· ς |hs,k|2

Dν
s,k

. (8)

III. RELAY SELECTION SCHEMES

It remains to develop strategies upon which K nodes choose
to switch to the transmission mode and relay a scaled version
of their received signal from s to the destination through
orthogonal channels. These strategies should be applicable in
a decentralized WSN wherein there is no central coordinating
or processing unit and no synchronization or information
exchange among the nodes or knowledge about hk,d, k =
1, . . . ,K at the nodes.

1) Optimal Relay Selection: Aiming to maximize γd, it
immediately follows from (7) that the best relaying set is
the set of K nodes with the K largest θk. Unfortunately, as
θk depends on hk,d, it is unknown at node k and therefore
it cannot be directly adopted as a measure to select the
relays. However, as can be observed from (8), θk is an
increasing function of γk, which itself is directly proportional
to |hs,k|2D−ν

s,k that is known at node k. The above discussion
suggests that, being unaware of hk,d, the optimal relaying set
is the set of K nodes with the largest γk. Selecting the K
nodes with the largest SNRs is also intuitively correct: Since
the nodes are completely oblivious to the forward hop, they
can make decision based only on the backward hop. Hence, the
optimal relays are the ones that have the best signal reception
quality. In what follows, we show how the K nodes with the
largest γk may choose to act as relays and transmit through
orthogonal channels.

First, a clear-to-send (CTS) flag from the destination trig-
gers each node k to start its down-counter from the initial
value of1

T
(o)
k =

λ(o)Dν
s,k

|hs,k|2 (9)

where λ(o) is a scalar. As the distance between the destination
and every node can be considered equal to D, all nodes
receive the CTS signal simultaneously and therefore the k-
th counter that expires to zero belongs to the node with the
k-th smallest Dν

s,k/|hs,k|2, or, equivalently, the k-th largest
γk. Once the first counter expires, the corresponding node
switches to the transmission mode and acts as the first relay
by forwarding its signal to the destination. As soon as the
relayed signal is overheard by other nodes, they pause their
down-counters until the channel clears. At the end of the
first relay transmission period, this relay switches back to the
listening mode and sets its counter to its initial value while

1A counter-based single-relay selection scheme has been proposed before
in [22].

all other nodes resume their countdown until the next counter
expires to zero. Then, the node with the expired counter acts as
the second relay and all remaining nodes pause their counters
again until the relay ends its transmission. Similar to the first
relay’s transmission procedure, the second relay switches back
to the listening mode and resets its counter to (9) at the end
of its transmission while the remaining nodes (other than the
first and the second relays) continue again their countdown.
This procedure continues until the total number of the relayed
signals reaches K . Then, every node that has not acquired the
relaying status resets its counter to its initial value and waits
in the listening mode for another round of source transmission
and relaying competition. It should be mentioned that the
countdown pauses are necessary to avoid collision among the
relays’ transmitted signals as, otherwise, it is possible that
some nodes expire their counters and relay their signals during
an ongoing relay transmission.

As the channel fading coefficients hs,k may vary frequently,
the set of nodes with the K largest SNRs may change
substantially from one source transmission frame to the next
one. This fact suggests that, in this scheme, all nodes are viable
candidates to achieve the relaying status, and, therefore, should
always switch between the listening and the transmission
modes without having the privilege to leave to the sleeping
mode and preserve energy. Note that the energy consumption
of a typical transceiver in the listening mode is up to three
orders of magnitude larger than its energy consumption in the
sleeping mode where both receive and transmit circuitries are
switched off [23]. This can be excessively energy wasteful
especially in scenarios where K is a small fraction of the
total number of nodes within the transmission range of s.
The above practical drawback of the optimal relay selection
scheme motivates us to propose the following alternative.

2) Geometry-based Relay Selection: As the network topol-
ogy is fixed or changes very slowly in many WSN applica-
tions, the rate of changes in Ds,k is typically much less than
the rate of changes in hs,k. This property, along with the fact
that γk is inversely proportional to Dν

s,k, can be exploited
to properly modify the aforementioned relay selection policy
such that a substantial amount of network energy is preserved
at the expense of a small degradation in the signal reception
quality at the destination. Assume that the initial values of
nodes’ counters are set to

T
(g)
k = λ(g)Ds,k, (10)

where λ(g) is a scalar. Once the network receives the CTS
signal, exactly the same procedure as in the optimal relay
selection scheme starts until the K-th relay forwards its
signal. The only difference is that as soon as the K-th relay’s
transmission ends, all the nodes that have not acquired the
relaying status switch to the sleeping mode for T (g) seconds.
T (g) depends on the prior knowledge about the expected rate
of changes in the network topology and may be chosen in
the order of the time required for the transmission of several
hundred data frames. In fact, IEEE 802.15.4 standard permits
nodes to be left in the sleeping mode for more than 99% of the
time [25]. After T (g) seconds, all the sleeping nodes switch
to the listening mode, set their timers to (10), and participate
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again in a new round of competition to acquire the relaying
status.

Adopting the above simple policy, the K closest nodes to s
act as relays while all other nodes switch to the sleeping mode
to preserve energy. Moreover, the list of the K closest nodes
is revised every T (g) seconds to adapt to possible changes in
the network topology. We should stress the fact that the k-th
closest node to s is not necessarily the one with the k-th largest
SNR. This may result in some SNR performance degradation
at the destination. However, simulation results in Section V
demonstrate that this performance loss is in fact negligible in
our multi-relay cooperative communication scenario.

Although the above geometry-based relay selection ap-
proach is substantially more energy efficient than its optimal
SNR-based counterpart, it may over-exploit certain nodes
around the source. In fact, if the network topology changes
too slowly, the set of K closest nodes to the source rarely
updates. Therefore, these nodes continue to switch between
the listening and the transmission modes leading to an early
depletion of their batteries while all the other nodes keep
staying in the sleeping mode and save energy. The following
relay selection scheme is proposed to reduce this detrimental
effect.

3) Random Relay Selection: An approach to reduce the
disparity in the nodes’ remaining battery power is to peri-
odically renew a randomly-selected group of relays from a
neighborhood of radius R around s. This may be done by
letting every node on O(s,R), the disc of radius R centered
at s, set its initial counter to a randomly generated value
T

(r)
k = λ

(r)
k . When CTS is received, all the nodes on O(s,R)

start their countdown and the same relaying procedure as in the
two previous schemes follows until the K-th relay forwards
its signal. At the end of the relaying phase, all the nodes
that have not succeeded to forward their signals switch to the
sleeping mode for a predetermined period of T (r) seconds.
After T (r) seconds elapse, all the sleeping nodes switch back
to the listening mode and, together with the recent relaying set,
initialize their counter values with newly generated random
quantities. Adopting the above scheme, while a significant
amount of energy is saved, all nodes on O(s,R) are equally
likely to acquire the relaying status over a long period of
time. Hence, the risk of over-exploiting certain nodes greatly
diminishes. The expense that may be incurred is the possibility
of a noticeable SNR drop at the destination due to the fact
that the relaying nodes are selected randomly. Note that R
is a design parameter that may have a considerable effect
on the performance of the random relay selection scheme.
A systematic approach to choose a proper R is presented in
Section IV-A3.

In the next section, we analyze the SNR performances
of all proposed relay selection schemes and, in particular,
derive a sufficient condition under which the energy-efficient
geometry-based and random relay selection schemes result in
close-to-optimal SNR performances at the destination.

IV. PERFORMANCE ANALYSIS

Hereafter, the superscripts (o), (g), and (r) are used to denote
the SNR values corresponding to the optimal, geometry-based,
and the random relay selection schemes, respectively.

A. Performance Analysis at the Relays

The SNR at the kth selected relay depends not only on the
channel hs,k, but also on the relay’s distance from the source,
and, therefore, both on the network topology and the approach
used to select the relay. In this subsection, the relays’ SNR
performances of the proposed schemes are analyzed.

1) Optimal Relay Selection: The following theorem is
instrumental in analyzing the performance of the optimal relay
selection scheme.

Theorem 1. Consider a WSN whose nodes are uniformly dis-
tributed according to a two-dimensional homogeneous Poisson
process with intensity ρ.2 Assume that the channels between
the source and relays are Rayleigh fading with variance 1/2
per dimension. Then, the CDF of the k-th largest SNR at the
relays is

F
γ
(o)
k

(γ) = G(u(γ), k) � e−u(γ)
k−1∑
j=0

u(γ)j

j!
, (11)

where

u(γ) =
2ρπ

ν

∫ ∞

1

z
2
ν−1e−

γz
ς dz. (12)

Proof: See Appendix A.
The integral in (12) is bounded and has a closed-

form solution for all values of ν ≥ 2. In particular,
u(γ) = (ςρπ/γ) · e−γ/ς for ν = 2 and u(γ) =

(ρπ/2).
√
ςπ/γ

(
1− erf

(√
γ/(ςπ)

))
for ν = 4 where

erf(z) � 2√
π

∫ z

0 e−t2dt. Note also that an accurate approxima-
tion of u(γ) may be obtained by substituting the upper-bound
of the integral with a large-enough but limited value and then
using a variety of efficient numerical techniques to compute
the result. Alternatively, given γ/ς and ρ, the kth node can
obtain u(γ) from a look-up table. Using Theorem 1, the
PDF of the SNR can be found as f

γ
(o)
k

(γ) = ∂F
γ
(o)
k

(γ)/∂γ,

which can be used to obtain the average SNR, γ̄
(o)
k . Note

that γ̄
(o)
k , and, hence, the normalization factor β

(o)
k depend

on k. Therefore, when the optimal relay selection scheme is
used, each relay should know its index in the relaying queue.
This knowledge can be acquired by counting the number of
overheard signals transmitted from the preceding relays. Then,
β
(o)
k can be determined from (4).
2) Geometry-based Relay Selection: In this scheme, the

nearest K nodes to the source act as relays and, hence, hs,k

is independent from Ds,k. Therefore,

γ̄
(g)
k = ςE

{|hs,k|2
}
E
{
D−ν

s,k

}
= ςE

{
D−ν

s,k

}
. (13)

In the view of the fact that the nodes are uniformly distributed
outside the unit-radius node-free zone around the source, a
technique similar to that in [18] may be used to show that the
PDF of Ds,k is given by

f
(g)
Ds,k

(r) =
2(ρπ)k

(k − 1)!
r(r2−1)k−1e−ρπ(r2−1) r > 1. (14)

2Except a relay-free zone of unit radius around the source.
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It follows from (13) and (14) that

γ̄
(g)
k =

2ς(ρπ)k

(k − 1)!

∫ ∞

1

r1−ν(r2 − 1)k−1e−ρπ(r2−1)dr. (15)

After some manipulations, we obtain

γ̄
(g)
k =

ς(ρπ)k

(k − 1)!

∞∑
i=0

(− ν
2

i

)∫ ∞

0

ui+k−1e−ρπudu

=
ς(ρπ)k

(k − 1)!

∞∑
i=0

(− ν
2

i

)
(i+ k − 1)!

(ρπ)i+k
, (16)

where
(
α
k

)
� α(α − 1) · · · (α − k + 1)/k!. This, along with

(4), indicates that the normalization factor β
(g)
k also depends

on k.
3) Random Relay Selection: When the relays are selected

using the random selection technique, the PDF of Ds,k is
f
(r)
Ds,k

(r) = 2r/(R2−1). Exploiting the independence between
Ds,k and hs,k in this relay selection scheme, it follows from
(13) that

γ̄
(r)
k = ς

∫ R

1

2t1−ν

R2 − 1
dt =

{
ς · 2 ln(R)

R2−1 ν = 2

ς · 2(R2−ν−1)
(R2−1)(2−ν) ν �= 2

. (17)

Note from (17) that γ̄
(r)
k , and, hence, β(r)

k are independent
from k. Therefore, when the random relay selection scheme
is used, it is not required that the relays are aware of their
position in the relaying queue.

As (17) suggests, the choice of R can have a significant
impact on the performance of the random relay selection
scheme. While R should not be selected very small so that
there are not enough nodes on O(s,R), it also should not be
chosen very large so that the nodes that act as relays suffer
from a long distance from s and a weak SNR problem. In what
follows, the above guideline is used to propose a systematic
approach to select R. First, note that O(s,R) should be
large enough to include at least qK nodes where the design
parameter q > 1 guarantees that the list of K randomly-
selected relays from O(s,R) can be renewed to prolong
the network lifetime. Second, the SNR at every selected
relay on O(s,R) should exceed the threshold γ� to meet
the required reception quality. As the relays’ list is random
and is also randomly renewed, the latter SNR requirement
is guaranteed only if the SNRs at all nodes on O(s,R)
are larger than or equal to γ�. Now, consider the events
Al = {There are exactly l nodes on O(s,R)} and Bl =
{SNRs of all the l nodes on O(s,R) are larger than or equal to γ�}.
The radius R may be selected such that

∑∞
l=qK Pr(Al ∩ Bl),

the total probability of good events, is maximized, or,
equivalently, the outage probability

Pout(R) = 1−
∞∑

l=qK

Pr(Al ∩ Bl)

= 1−
∞∑

l=qK

Pr(Al)Pr(Bl|Al), (18)

is minimized. As the nodes are uniformly distributed with
density ρ, the number of nodes on O(s,R) and outside
the unit-distance node-free zone around s follows a Poisson
distribution with parameter ρπ(R2 − 1). As such, Pr(Al) =
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Fig. 2. Pout(R) versus R for several K in the random relay selection
scheme.

e−ρπ(R2−1) · (ρπ(R2 − 1))l/l!. Further, as the nodes’ SNRs
are independent random variables, it is straightforward to show
that Pr(Bl|Al) = (1− Fγk

(r|R))l where Fγk
(r|R) is the CDF

of the SNR of an arbitrary node on O(s,R) and outside
the unit-distance node-free zone around s and is given by
(35) in Appendix A. Substituting the so-obtained Pr(Al) and
Pr(Bl|Al) into (18), we have

Pout(R) = 1− e−ρπ(R2−1)·
∞∑

l=qK

(ρπ(R2 − 1))l

l!
·
(
2
∫Rν

1
t

2
ν −1e−

γ�t
ς dt

ν(R2 − 1)

)l

.

(19)

The optimal R can then be selected as R� = argmin
R

Pout(R).

Fig. 2 shows Pout(R) versus R for several K and q = 5,
ν = 2, ρ = 0.1, γ� = −10 and −20 (dB), and ς = 25 (dB).
As can be observed from Fig. 2, each outage probability curve
has a minimum point that corresponds to R�. Fig. 3 shows
the minimum outage probability Pout(R

�) versus the source
transmission power to noise ratio ς (in dB), for q = 5, ν = 2,
ρ = 0.1, and several pairs of (γ�,K). As expected, Pout(R

�)
is a decreasing function of ς in all cases.

B. Performance Analysis at the Destination

It follows from (7) and (8) that the average SNR at the
destination in all relay selection schemes is

γ̄
(•)
d =

K∑
k=1

E

{
α
(•)
k |hk,d|2

1 + α
(•)
k |hk,d|2

}
︸ ︷︷ ︸

φ
(•)
k

γ̄
(•)
k (20)

where • is either “o”, “g” or “r” depending on the employed
relay selection scheme. As the channel coefficients hk,d, k =
1, . . . ,K are zero-mean Gaussian r.v.s with a variance of 1/2
per dimension, |hk,d|2 are unit-mean exponentially distributed

r.v.s. Therefore, φ(•)
k =

∫∞
0

α
(•)
k xe−x/

(
1 + α

(•)
k x
)
dx = 1−
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Fig. 3. Pout(R�) versus ς for several pairs of (γ�,K) in the random relay
selection scheme.

((
e1/α

(•)
k

)
/α

(•)
k

)
E1

(
1/α

(•)
k

)
where E1(z) �

∫∞
z

e−t/t dt

is the exponential integral. Using the latter result in (20) yields

γ̄
(•)
d =

K∑
k=1

γ̄
(•)
k

⎛
⎝1− e

1

α
(•)
k

α
(•)
k

E1

(
1

α
(•)
k

)⎞⎠ . (21)

The following remarks are in order:
1) In many practical scenarios, we have

α
(•)
k = β

(•)
k D−ν =

1

K
· PT

σ2Dν
· 1

γ̄
(•)
k + 1

� 1. (22)

Inequality (22) holds, for instance, with a moderate level of
PT /KDν and a high average SNR at the k-th relay. When (22)
is valid, one may use the approximation E1(z) ≈ (e−z/z) ·
(1− 1/z) for z 
 1 in (21) and obtain

γ̄
(•)
d ≈

K∑
k=1

γ̄
(•)
k α

(•)
k =

1

K

K∑
k=1

PT

σ2Dν
· γ̄

(•)
k

γ̄
(•)
k + 1

. (23)

An important consequence of (23) is that when the average
SNRs at all selected relays are high enough, that is, γ̄(•)

k 
 1
for k = 1, . . . ,K , then the average SNR at the destination can
be further simplified to

γ̄
(•)
d ≈ ηd � PT

σ2Dν
. (24)

Interestingly, (24) is the average SNR that would be achieved
at the destination if the whole WSN were replaced by a
single node with a transmission power of PT . In fact, the
average SNR expression in (24) depends only on the total
transmission power from the network in the relaying phase,
the distance of the destination from the network, and the noise
power at the destination. It is, however, independent of the
relay selection scheme or the total number of relays. The
above discussion reveals the simple and very useful fact that,
as long as the average SNRs at all selected relays are high
enough, the SNR performance at the destination is insensitive
to the approach used to select the relays and, in particular, the
optimal, the geometry-based, and the random relay selection
schemes achieve approximately the same average SNR of ηd
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Fig. 4. g
(
α(r)

)
versus α(r).

at the destination. In such a case, the random relay selection
scheme that is both energy efficient and fair towards all nodes
may be employed without compromising the performance.

2) Following our discussion, γ̄(r)
k , β(r)

k , and, hence, α(r)
k ,

are independent from k. Therefore, if the random relay
selection scheme is used, then, according to (21), γ̄

(r)
d =

Kγ̄(r)
(
1− e1/α

(r)

E1

(
1/α(r)

)
/α(r)

)
where k in γ

(r)
k and

α
(r)
k is removed to underline the independency of the latter two

quantities from the relay index. Taking the partial derivative of
γ̄
(r)
d with respect to the total number of relays K and taking

into account the fact that γ(r) is independent from K , while,
according to (6), α(r) is inversely proportional to K , it can
be readily shown that ∂γ̄(r)

d /∂K = γ̄(r)g
(
α(r)
)

where

g
(
α(r)
)
= 1 +

1

α(r)
− 1

α(r)

(
2 +

1

α(r)

)
e

1

α(r) E1

(
1

α(r)

)
.

(25)
Fig. 4 shows g

(
α(r)
)

as a function of α(r). As can be ob-
served from Fig. 4, g

(
α(r)
)

is nonnegative and monotonically
increasing with respect to α(r). From the latter observation
along with the fact that γ̄(r) is a constant positive scalar, it
follows that

• γ̄
(r)
d is an increasing function of K regardless of α(r). As

such, when the random relay selection scheme is used,
increasing the number of relays K elevates the expected
SNR level at the destination. This result is far from being
trivial as the relays are only randomly selected and, more
importantly, the average of the relays’ total transmission
power PT does not change with K . Note that as PT is
fixed, a reasonable strategy to improve the average SNR
at the destination in the random relay selection scheme is
to lower the average transmission power from every relay
in favor of increasing the total number of relays. Such a
strategy additionally contributes to prolonging the nodes’
lifetime.

• The larger the α(r), the larger the increase in γ̄
(r)
d due

to the use of one additional relay. This fact along with
(6) imply that when the allocated average transmission
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power to each relay PT /K is large or the average SNR
at the relays is low, adding one relay to the system has
a more prominent effect on increasing γ̄

(r)
d .

C. SNR Variance at the Destination for a Large K

It is of practical value to study the variations of γ(•)
d around

γ̄
(•)
d as K increases. Using (7) and (8) along with the facts

that α(•)
k is inversely proportional to K , and hs,k and hk,d are

independent r.v.s, it can be readily shown that

var
(
γ
(•)
d

)
=

ζ
(•)
1

K
+ ζ

(•)
2 F

(•)
K (26)

where ζ
(•)
1 and ζ

(•)
2 are two scalars independent from K and

F
(•)
K =

1

ς2K2

K∑
m=1

m−1∑
l=1

E
{
γ
(•)
l γ(•)

m

}
− E

{
γ
(•)
l

}
E
{
γ(•)
m

}
.

(27)
As can be observed from (27), in general, F (•)

K depends on the
joint PDF of the SNRs of the selected relays. In the following,
F

(•)
K in the optimal, the geometry-based, and the random relay

selection schemes is analyzed and the behavior of var
(
γ
(•)
d

)
when K grows large is investigated.

1) Optimal Relay Selection: As mentioned before, studying
var
(
γ
(o)
d

)
requires the knowledge of f

γ
(o)
m ,γ

(o)
l

(., .), the joint

PDF of γ(o)
l and γ

(o)
m . The following theorem derives the latter

function.

Theorem 2. For m > l, the joint PDF of γ
(o)
l and γ

(o)
m is

given by (28) at the top of the next page, where G (·, ·) is
defined in (11).

Proof: See Appendix B.
Using (11) and (28), analytical expressions of E

{
γ
(o)
l

}
and

E
{
γ
(o)
l γ

(o)
m

}
can be obtained and then used to derive F

(o)
K .

Although F
(o)
K is a rather complicated function (not given

here), the simulation results shown in Fig. 5 verify that
∣∣∣F (o)

K

∣∣∣
is a decreasing function of K for the tested values of ν and ρ.
The latter observation along with (27) suggest that var

(
γ
(o)
d

)
should converge to zero as the number of relays increases.

2) Geometry-based Relay Selection: In the geometry-based
relay selection scheme where hs,k and Ds,k are independent
for every k, F (g)

K may be written as

F
(g)
K =

1

K2

K∑
m=1

m−1∑
l=1

E
{
D−ν

s,l D
−ν
s,m

}
− E

{
D−ν

s,l

}
E
{
D−ν

s,m

}
.

(29)

The analysis of var
(
γ
(g)
d

)
requires the knowledge of

f
(g)
Ds,l,Ds,m

(·, ·), the joint PDF of the source-node distances
of the lth and mth closest nodes to the source. The following
theorem holds.

Theorem 3. For m > l, the joint PDF of Ds,l and Ds,m in
the geometry-based relay selection scheme is given by (30) at
the top of the next page.

Proof: See Appendix C .
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∣F (o)

K
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∣ and

∣∣
∣F (g)

K

∣∣
∣ versus K for ς = 25 (dB), ρ = 0.1 and ρ = 0.01.

The joint PDF in (30) facilitates computing F
(g)
K from (29).

The simulation results shown in Fig. 5 verify the decreasing
behavior of

∣∣∣F (g)
K

∣∣∣ as K grows. This observation suggests that

var
(
γ
(g)
d

)
should also converge to zero as K increases.

3) Random Relay Selection: In the random relay selection
scheme, not only are hs,k and Ds,k independent for every
k, but also Ds,k, k = 1, . . . ,K are independent across k.

Therefore, E
{
γ
(r)
l γ

(r)
m

}
= E

{
γ
(r)
l

}
E
{
γ
(r)
m

}
and, hence,

F
(r)
K = 0. Then, it directly follows from (26) that var

(
γ
(r)
d

)
converges to zero with rate O(1/K).

Convergence of var
(
γ
(•)
d

)
to zero implies that if K is

large enough, then, for any arbitrary set of realizations of
Ds,k, hs,k, and hk,d, γ

(•)
d should be close to γ̄

(•)
d . This

confirms that γ̄(•)
d is a sensible performance measure for the

considered cooperative WSN and the derived properties of the
average SNR at the destination also approximately hold for the
instantaneous SNR at this terminal. Moreover, the above result
verifies that the proposed relay selection schemes effectively
decrease the signal power fluctuations at the destination. This
is an expected effect due to the spatial diversity provided by
the K independent channel paths.

V. SIMULATIONS

In this section, further numerical simulations are used to
validate the analytical results. Fig. 6 shows the analytical and
numerical γ̄(r)

d , γ̄(g)
d , and γ̄

(o)
d versus K for D = 1000, R =

20, ν = 2, σ2 = 1, ρ = 1, ηd = PT /(σ
2Dν) = 15 (dB),

and two different ηs � ps/(σ
2Rν) = 0 (dB) and 7 (dB). Note

that ηs is the average SNR on the boundary of O(s,R), and,
therefore, γ̄(r)

k ≥ ηs for k = 1, 2, ...,K . The figure shows
the results of averaging over 105 random realizations of the
channel links and source-relay distances. Fig. 6 further verifies
that the derived average SNR expressions accurately predict
their numerical counterparts.

Fig. 7 shows the analytical and numerical γ̄(r)
d , γ̄(g)

d , and
γ̄
(o)
d versus ηs for ρ = 1 and K = 10. In Fig. 7, ηd = 15

(dB) is also plotted as a reference. As can be observed from
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f
γ
(o)
m ,γ

(o)
l

(x, y) =

⎧⎨
⎩

∂

∂x
G (u(x)− u(y),m− l) · ∂

∂y
G (u(y), l) y ≥ x

0 y < x
(28)

f
(g)
Ds,l,Ds,m

(r, t) =

⎧⎨
⎩ 4(ρπ)m · t(t

2 − 1)m−l−1

(m− l − 1)!
· r(r

2 − 1)l−1

(l − 1)!
·
(
t2 − r2

t2 − 1

)m−l−1

· e−ρπ(t2−1) t ≥ r

0 t < r

(30)
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Fig. 6. γ̄d versus K for ρ = 1, ηd = 15 (dB), and ηs = 0 and ηs = 7
(dB).

the figure, the numerical results very closely follow their
analytical counterparts and when ηs is very small, γ̄(o)

d and
γ̄
(g)
d are noticeably higher than γ̄

(r)
d . However, increasing

ηs, all γ̄
(r)
d , γ̄

(g)
d , and γ̄

(o)
d rapidly increase and converge

to ηd. Corroborating the result in IV-B, this demonstrates
that if the average SNRs at all relays are large enough, the
average SNR at the destination approaches ηd regardless of
the selected relaying set. This figure also shows that γ̄(g)

d is
very close to γ̄

(o)
d for an extended range of ηs starting as

low as −20 (dB). The latter observation verifies the close-
to-optimal performance of the geometry-based relay selection
scheme even at a very low SNR regime. Note also that γ̄(r)

d

enters the one-dB vicinity of ηd at moderate ηs ≈ 5 (dB).

The analytical and numerical γ̄(r)
d and γ̄

(g)
d are shown versus

ρ in Fig. 8 for K = 10 and ηs = 5 (dB) and ηs = 10 (dB).
As can be observed from the figure, γ̄(r)

d is insensitive to ρ.
This is an expected fact due to the independency of γ̄

(r)
k in

(17) from ρ. Note that γ̄(g)
d and γ̄

(o)
d are increasing functions

of ρ. This property can be readily justified as the larger the
ρ, the higher the probability of finding K nodes at a closer
distance to the source.

The receiver bit error rate (BER) curves versus ηs are
plotted in Fig. 9 for the 4-quadrature amplitude modulation
(QAM) and ρ = 1, ηd = 15 (dB), and both K = 5 and
K = 10. The BER curves in Fig. 9 demonstrate the receiver
performance improvements as one migrates from the random
to the geometry-based and then to the optimal relay selection
scheme. The floor levels of the BER curves are due to the fact
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Fig. 7. γ̄d versus ηs for ρ = 1, K = 10, and ηd = 15 (dB).
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Fig. 8. γ̄d versus ρ for K = 10, ηd = 15 (dB) and ηs = 5 (dB) and
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that ηd is fixed, and, hence, the relays forward channels do
not strengthen as ηs increases.

The next experiment investigates the energy efficiency of
the proposed relay selection schemes. We consider a WSN
with N = 440 nodes that are uniformly distributed in a square
with the side of 20 meters at time t = 0. The transmitter is
located at the center of the square at (0, 0). To model the
nodes movements, each node’s position changes after every
transmission time according to a random walk with step size
ds = 0.05 in both x and y directions, that is, the node
n located at (xt, yt)n at time t moves to one of the four
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Fig. 9. BER versus ηs for ρ = 1 and ηd = 15 (dB).

points (xt ± ds, yt± ds)n with equal probabilities. The power
consumption of each node in the transmission, listening, and
sleeping mode are assumed to be Pt = 36 mW, Pl = 14.4
mW and Ps = 15 μW, respectively [26]. We assume that both
T (g) and T (r) are equal to 20 transmission times and select
K = 20 relaying nodes according to the optimal, geometry-
based, and random relay selection schemes. Fig. 10 shows the
nodes average power consumptions in the decreasing order
after 1000 transmission times (for a better illustration, only the
first 300 nodes with the highest average power consumptions
are shown). The horizontal axis in Fig. 10 indicates the power
consumption rank of the node, that is, one indicates the node
with the highest power consumption, two indicates the node
with the second highest power consumption and so on. The
number close to each curve shows the total average power
consumption of the network in the corresponding scheme.
As can be observed from Fig. 10, the total average power
consumption in the optimal relay selection scheme is sub-
stantially higher than those in the geometry-based and the
random selection schemes. As discussed in Section III, this
is due to the fact that nodes do not go to the sleeping mode in
the optimal scheme. The geometry-based scheme significantly
reduces the network average power consumption by keeping
most nodes in the sleeping mode. However, as Fig. 10 shows,
only a small percentage of the nodes spend most of the total
power. This verifies our discussion in Section III that, although
energy-efficient, the geometry-based scheme tend to over-
exploit the nodes that remain mainly around the source. Fig. 10
shows that the latter problem is solved in the random relay
selection scheme where the nodes’ maximal average power
consumption is much lower than that in the geometry-based
scheme and more nodes act as relays sometime during the
examined 1000 transmission times. It can also be observed
that the total average power consumption in the random relay
selection scheme is slightly higher than that in its geometry-
based counterpart. This is due to the fact that, in the random
relay selection scheme, more nodes remain in the listening
mode at every transmission time to compete for acquiring the
relaying status. Note that the tail of the plot of the geometry-
based (the random) relay selection technique remains constant
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Fig. 10. The nodes average power consumptions in the decreasing order
after 1000 transmission times. The number close to each curve shows the
total average power consumption of the network in the corresponding scheme.

at a very low level that is equal to the listening power
consumption of the nodes at every T (g) (or T (r)) transmission
time.

VI. CONCLUSIONS

Three decentralized relay selection techniques have been
proposed for wireless sensor networks with uniformly dis-
tributed nodes in the case that the forward channels’ infor-
mation is not available at the nodes: 1) The optimal relay se-
lection scheme where K nodes with the highest instantaneous
SNRs act as relays. This technique is SNR-optimal among
all relay selection techniques that do not use any information
regarding the nodes’ forward channels but is energy-inefficient
due to its requirement to keep the nodes in the active listening
or transmission modes. 2) The geometry-based relay selection
scheme that ignores the instantaneous channel variations and
chooses K closest nodes to the source as relays. While
achieving a close-to-optimal average SNR at the destination,
this scheme is energy-efficient as the non-relaying nodes may
be left in the sleeping mode most of the time. The main dis-
advantage of the geometry-based relay selection technique is
its tendency to over-exploit the group of nodes that stay close
to the source in networks with a more static topology. 3) The
energy-efficient and fair but, possibly, noticeably suboptimal
random relay selection technique that randomly selects the K
relays from the nodes in an R-neighborhood of the source.
Defining a suitable outage probability, a systematic approach
to select R has also been proposed. It has been shown that
randomly selecting additional relays can increase the average
SNR at the destination while further improving the network
lifetime due to a less transmission power from each individual
relay.

The average SNR performances of the proposed techniques
have been analyzed both at the relays and the destination
and a sufficient condition has been obtained under which
the average SNR at the destination becomes independent
from the used relay selection technique. The SNR variance
at the destination has also been analytically studied. Various
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numerical simulations have been used to verify the analytical
results.

APPENDIX A

The proof of Theorem 1 is accomplished in four steps as
follows.
Step 1: Consider an arbitrary node k that is located on the
ring centered at s and with the outer radius A and the inner
radius3 1. Equation (2) may be rewritten as

γk =
|Hs,k|2
Dν

s,k

(31)

where Hs,k � √
ςhs,k. As hs,k is a Rayleigh fading channel

coefficient with the variance 1/2 per dimension, |Hs,k|2 is
exponentially distributed with the parameter 1/ς , that is,
f|Hs,k|2(r) = 1

ς e
− r

ς . Moreover, as the nodes are uniformly
distributed on the ring, it is straightforward to show that the

PDF of D−ν
s,k is fD−ν

s,k
(r|A) = 2r−

2
ν

−1

ν(A2−1) . Using the above
results, the PDF of γk can be computed as follows:

fγk
(r|A) = d

dr
Pr
{
|Hk|2D−ν

s,k ≤ r
}

=
d

dr

∫ 1

A−ν

2x− 2
ν −1

ν (A2 − 1)

∫ r
x

0

1

ς
e−

y
ς dydx

=

∫ 1

A−ν

2x− 2
ν−1

ν (A2 − 1)
· 1
ς
e−

r
ςx · 1

x
dx (32)

=
2

νς (A2 − 1)

∫ Aν

1

z
2
ν e−

rz
ς dz (33)

where the second line holds due to the fact that D−ν
s,k and

|Hs,k|2 are independent. From (33), the CDF of γk is

Fγk
(r|A) = 1

νς (A2 − 1)

∫ r

0

∫ Aν

1

z
2
ν e−

ξz
ς dξdz (34)

= 1− 2

ν (A2 − 1)

∫ Aν

1

z
2
ν−1e−

rz
ς dz. (35)

Step 2: Let N be the total number of nodes on the ring with
the center at s and the outer radius A and the inner radius 1.
As γ1, γ2, . . . , γN are independent and identically distributed
(i.i.d.), the results from the order statistics can be used to show
that the PDF of the k largest r.v. in γ1, . . . , γN is

fγ(k)
(r|A) = N !

(k − 1)!(N − k)!
FN−k
γk

(r|A)×

(1− Fγk
(r|A))k−1 fγk

(r|A) (36)

where fγk
(r|A) and Fγk

(r|A) are given by (33) and (35),
respectively.

Step 3: As the WSN nodes are uniformly distributed over
a large area, the PDF of γ(o)

k can be computed as

f
γ
(o)
k

(r) = lim
A→∞

(N/πA2)→ρ

fγ(k)
(r|A). (37)

From the latter equality along with (33)-(36) we have (38) at
the top of the next page. Equation (38) directly yields (39),

3The inner radius is to account for the node-free zone of unit distance
around s.

where u(r) is given by (12) and du(r)/dr = −2ρπ/(νς) ·∫∞
1

z2/νe−rz/ςdz is used in the second equality.
Step 4: It remains to obtain F

γ
(o)
k

(r) =

− ∫ r

0
1

(k−1)!e
−u(ξ)u(ξ)k−1du(ξ). Introducing t � u(ξ),

we have

F
γ
(o)
k

(r) = −
∫ u(r)

u(0)

1

(k − 1)!
e−ttk−1dt (40)

=

∫ ∞

u(r)

1

(k − 1)!
e−ttk−1dt

= −e−t
k−1∑
l=0

tl

l!

]∞
u(r)

(41)

= e−u(r)
k−1∑
l=0

u(r)l

l!
= G(u(r), k). (42)

This completes the proof.

APPENDIX B

When m > l, we have f
γ
(o)
m ,γ

(o)
l

(x, y) = 0 for x > y and

f
γ
(o)
m ,γ

(o)
l

(x, y) = f
γ
(o)
m |γ(o)

l

(x|y) · f
γ
(o)
l

(y) (43)

for x ≤ y. According to Theorem 1, f
γ
(o)
l

(y) =

∂G(u(y), l)/∂y. To compute f
γ
(o)
m |γ(o)

l

(x|y), assume that N

nodes are uniformly distributed on the ring with the center at
s, the outer radius A, and the inner radius 1 and denote the
k-th largest SNR at those nodes as γ(k). Then we have

f
γ
(o)
m |γ(o)

l

(x|y) = ∂

∂x
P
{
γ(o)
m ≤ x|γ(o)

l = y
}

(44)

= lim
A→∞

(N/πA2)→ρ

∂

∂x
P
{
γ(m) ≤ x|γ(l) = y,A

}
.

(45)

In (44), P
{
γ(m) ≤ x|γ(l) = y,A

}
is equal to P

{
γ(m) ≤ x

}
given that the SNRs of N − l nodes on the ring are not larger
than y. Consider the latter N− l nodes and denote their SNRs
as γy

1 , . . . , γ
y
N−l where the indexing is arbitrary. The m-th

largest SNR γ(m) among the original set of SNRs γ1, . . . , γN
is the m− l-th largest SNR among γy

1 , . . . , γ
y
N−l. Therefore,

P
{
γ(m) ≤ x|γ(l) = y,A

}
is given by P

{
γy
(m−l) ≤ x

}
where

γy
(m−l) is the m−l-th largest entry among γy

1 , . . . , γ
y
N−l. Using

the latter result in (44), we have

f
γ
(o)
m |γ(o)

l

(x|y) = lim
A→∞

(N/πA2)→ρ

∂

∂x
P
{
γ(m) ≤ x|γ(l) = y,A

}
(46)

= lim
A→∞

(N/πA2)→ρ

fγy
(m−l)

(x|A). (47)

The following results are essential to derive fγy
(m−l)

(x|A):
1) All γy

1 , . . . , γ
y
N−l belong to {γ1, . . . , γN} with the only

distinction that they are known to be not larger than y.
Therefore, similar to γ1, . . . , γN , the N − l r.v.s γy

1 , . . . , γ
y
N−l
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f
γ
(o)
k

(r) = lim
N→∞

N(N − 1) · · · (N − k + 1)

(k − 1)!

⎛
⎝1− 2

ν
(

N
ρπ − 1

) ∫ ( N
ρπ )

ν
2

1

z
2
ν −1e−

rz
ς dz

⎞
⎠N−k

·
⎛
⎝ 2

ν
(

N
ρπ − 1

) ∫ ( N
ρπ )

ν
2

1

z
2
ν −1e−

rz
ς dz

⎞
⎠k−1

·
⎛
⎝ 2

νς
(

N
ρπ − 1

) ∫ ( N
ρπ )

ν
2

1

z
2
ν e−

rz
ς dz

⎞
⎠ . (38)

f
γ
(o)
k

(r) = lim
N→∞

1

(k − 1)!

(
1−

2ρπ
ν

N

∫ ∞

1

z
2
ν −1e−

rz
ς dz

)N

·
(
2ρπ

ν

∫ ∞

1

z
2
ν−1e−

rz
ς dz

)k−1

·
(
2ρπ

νς

∫ ∞

1

z
2
ν e−

rz
ς dz

)

= − lim
N→∞

1

(k − 1)!

(
1− u(r)

N

)N

u(r)k−1 du(r)

dr
= − 1

(k − 1)!
e−u(r)u(r)k−1 du(r)

dr
(39)

are also i.i.d.; 2) For any k ∈ {1, . . . , N − L} and x ≤ y, we
have

Fγy
k
(x|A) = P {γk ≤ x|γk ≤ y,A} (48)

=
P {γk ≤ x, γk ≤ y|A}

P {γk ≤ y|A} =
Fγk

(x|A)
Fγk

(y|A) (49)

and, hence, fγy
k
(x|A) = fγk

(x|A)/Fγk
(y|A) where fγk

(x|A)
and Fγk

(x|A) are given in (33) and (35), respectively. As
γy
1 , . . . , γ

y
N−l are i.i.d., the results from the order statistics

can be used to show that

fγy
(m−l)

(x|A) = (N − l)!

(m− l − 1)!(N −m)!
· FN−m

γy
k

(x|A)×(
1− Fγy

k
(x|A)

)m−l−1

fγy
k
(x|A) (50)

and, therefore, we have (51) in the next page. Using (33) and
(35) in (51) and following a similar procedure as in (38)-(39),
it can be shown that

f
γ
(o)
m |γ(o)

l

(x|y) (52)

= − 1

(m− l − 1)!
e−(u(x)−u(y))(u(x)− u(y))m−l−1 du(x)

dx

=
∂

∂x

{
e−(u(x)−u(y))

m−l−1∑
n=0

(u(x)− u(y))n

n!

}
(53)

=
∂

∂x
G (u(x)− u(y),m− l) (54)

where u(·) and G(·, ·) are given in (12) and (11), respectively.
Substituting f

γ
(o)
l

(y) = ∂G(u(y), l)/∂y and f
γ
(o)
m |γ(o)

l

(x|y)
from (54) into the right-hand side of (43) establishes The-
orem 2.

APPENDIX C

To prove (30), first note that when m > l, we have
f
(g)
Ds,l,Ds,m

(r, t) = 0 for t < r and

f
(g)
Ds,l,Ds,m

(r, t) = f
(g)
Ds,l|Ds,m

(r|t) · f (g)
Ds,m

(t) t ≥ r (55)

where f
(g)
Ds,m

(t) is given by (14). It holds that

f
(g)
Ds,l|Ds,m

(r|t) = d

dr
P {Ds,l ≤ r|Ds,m = t} (56)

= − d

dr

l−1∑
i=0

P {i nodes are inside O(s, r)|Ds,m = t} . (57)

In (57), P {i nodes are inside O(s, r)|Ds,m = t} is the prob-
ability that i nodes are inside O(s, r) given the fact that
the distance of the m-th closest node to s is equal to t.
This probability is equal to the probability that among the
m − 1 nodes inside O(s, t), i nodes are inside O(s, r) and
the remaining m − 1 − i nodes are inside or on the inner
boundary of the ring centered at s with the inner radius r
and the outer radius t. Therefore, given that the nodes are
uniformly distributed inside O(s, t), we have

P {i nodes are inside O(s, r)|Ds,m = t}

=

(
m− 1

i

)(
r2 − 1

t2 − 1

)i (
1− r2 − 1

t2 − 1

)m−1−i

.

(58)

Using (58) in (57) yields

f
(g)
Ds,l|Ds,m

(r|t)

= − d

dr

l−1∑
i=0

(
m− 1

i

)(
r2−1

t2−1

)i(
1− r2−1

t2−1

)m−1−i

(59)

= − d

dr
F

(
l− 1;m− 1,

r2−1

t2−1

)
(60)

where F
(
l − 1;m− 1, (r2 − 1)/(t2 − 1)

)
is the CDF of the

Binomial distribution with l− 1 successes out of m− 1 trials
with the success probability of (r2 − 1)/(t2 − 1). To simplify
the derivative in (60), we may use the integral formula for the
Binomial distribution as follows:

F

(
l− 1;m− 1,

r2 − 1

t2 − 1

)

= (m− l)

(
m− 1

l − 1

)∫ 1− r2−1

t2−1

0

xm−l−1(1 − x)l−1dx.

(61)
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f
γ
(o)
m |γ(o)

l

(x|y) = lim
A→∞

(N/πA2)→ρ

(N − l)!FN−m
γk

(x|A)(Fγk
(y|A)− Fγk

(x|A))m−l−1fγk
(x|A)

(m− l − 1)!(N −m)!(Fγk
(y|A))N−l

. (51)

Substituting (61) in (60) and taking the derivative, we obtain

f
(g)
Ds,l|Ds,m

(r|t) = 2(m− l)r

t2 − 1
·
(
m− 1

l − 1

)
×(

1− r2 − 1

t2 − 1

)m−l−1(
r2 − 1

t2 − 1

)l−1

.

(62)

Using (14) and (62) in (55) and following some straightfor-
ward manipulations, (30) is obtained.
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