
IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 65, NO. 8, AUGUST 2017 3467

A Low-Cost and Robust Maximum Likelihood Joint
Estimator for the Doppler Spread and CFO

Parameters Over Flat-Fading Rayleigh Channels
Faouzi Bellili, Yassine Selmi, Sofiène Affes, Senior Member, IEEE, and Ali Ghrayeb

Abstract— This paper addresses the problem of Doppler spread
and carrier frequency offset (CFO) estimation under flat-fading
Rayleigh channels. We develop a new low-cost and robust approx-
imate maximum likelihood (ML) estimator for these two key
parameters that builds upon an elegant two-ray approximation
model of the channel’s covariance matrix. The latter is then
inverted analytically thereby yielding a closed-form expression
for the underlying log-likelihood function that is prone to easy
evaluation by the fast Fourier transform. Computer simulations
show that the new estimator is accurate over wide ranges of the
Doppler spread and CFO parameters. Moreover, it outperforms
many state-of-the-art techniques under the adverse conditions of
short data records and/or low SNR thresholds. Most prominently,
it exhibits an unprecedented robustness to the Doppler spectrum
shape of the channel since it does not require its a priori
knowledge.

Index Terms— Doppler spread estimation, CFO estimation,
maximum likelihood, Rayleigh channels.

I. INTRODUCTION

CARRIER synchronization is a crucial task in any digital
communication system. In fact, due to inevitable hard-

ware imperfections and aging effects, the communication link
is often subject to a carrier frequency offset (CFO) between
transceivers’ local oscillators. If not accurately estimated and
compensated, the CFO leads to severe performance degrada-
tion even in the presence of powerful error-correcting codes.
Early solutions for the CFO mitigation under constant channels
relied on automatic frequency tracking loop at the receiver
(see [2], [3] and references therein). However, the rapid
advances in microelectronics and microprocessors made the
implementation of sophisticated algorithms feasible in base-
band. In this context, frequency synchronization schemes
based on CFO estimation/compensation have attracted a
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lot of research interest and many CFO estimators have
been introduced in the open literature for different system
architectures [4]– [9]. But, most of the proposed techniques
rely on the simplifying assumption of constant channels.
A fairly exhaustive survey and classification of the various
techniques proposed during the last five years can be found
in [10] wherein the emphasis is put on the advantages and
drawbacks of each technique. In particular, the ML estimator
first formulated in [11] shows that the CFO estimate can be
easily obtained by taking the DFT of the received samples.
Many enhanced versions based on this simple observation
were proposed later (see [12]– [14] and references therein).

Furthermore, current and future-generation systems such
as long-term-evolution (LTE), LTE-Advanced (LTE-A) and
beyond (LTE-B) are expected to support reliable communi-
cations at very high velocities reaching 500 Km/h [15]. For
such systems, classical assumptions of constant channels no
longer hold thereby leading to severe performance degradation
of the existing CFO estimation approaches. More specifically,
the transmitter/receiver motion introduces a Doppler spread
which smears the spectral content of the channel and one needs
to account for such Doppler effects during the CFO estimation
process. In other words, a particular challenge for frequency
estimation under time-selective channels is that, in addition to
the additive noise, the transmitted signal becomes corrupted by
a randomly time-variant (TV) multiplicative distortion (MD).

In this context, a number of CFO estimation techniques
accounting for the TV MD have been reported in the
open literature. But most of them are either correlation-
or periodogram-based solutions [16]– [21]. Hence, they suffer
from severe performance degradation in adverse conditions of
short data records and/or low SNR levels. Moreover, except
for [20], all these methods require the unpractical knowledge
of the Doppler spectrum shape during the estimation process.
ML-based approaches, however, are well known to provide the
best performance under the aforementioned harsh conditions.
Yet, it was only recently that ML CFO estimation under time-
varying channels has been addressed: i) for single carrier
systems in [22] where the well-known auto-regressive (AR)
model was leveraged to find an approximate ML solution
(under the very special case of uniform Jakes’ model), and
i i) for multicarrier systems in [23] and [24].

From another perspective, most of the existing solutions
assume the Doppler spread (or equivalently the maximum
Doppler shift) to be perfectly known during the CFO esti-
mation process (see [25]– [28] and references therein). This is
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another restrictive assumption since, in practice, the Doppler
spread is usually unknown and needs to be estimated online
as well. More so, the Doppler spread itself is another key
parameter for transceiver optimization designs. For instance,
it is used to optimize the feedback rate of channel state
information (CSI)-based schemes [29]. The Doppler spread
estimate is also required to optimize the power control and
handoff schemes [30], [31], as well as, the adaptation step
of adaptive channel identification algorithms [32]. Moreover,
due to the very nature of the newly deployed heterogeneous
networks (HetNets), the well-known interference mitigation
and handoff hysteresis issues are exacerbated when a moving
user temporarily enters or even approaches a small cell
(i.e., picos or femtos), thereby interfering with its users and
possibly resulting in brief macro/small and small/macro cell-
reassignments [33]. Reducing interference and avoiding use-
less handoffs can be achieved by predicting the evolution of the
interferer’s trajectory through its Doppler spread information;
that is its instantaneous velocity.

Depending on how the observation data are processed, four
classes of Doppler estimators [34], [35] are encountered in
the open literature: level-crossing rate (LCR)-based [36], [37],
covariance-based [38] – [40], spectrum-based [41], and
ML-based techniques. The covariance-based estimators are
usually preferred against LCR-based ones which require
larger-size observation windows. Otherwise, the number of
crossings may be very small or there may even be no crossings
at all for small Doppler values. The performance of the
covariance-based estimators themselves degrades drastically
for a relatively small number of received samples, due to
weak averaging effects (i.e., unreliable estimates of the channel
autocorrelation coefficients). The spectrum-based techniques
inherit the same limitations since the channel’s spectrum is
nothing but the discrete-time Fourier transform of its autocor-
relation coefficients. For the very same reasons put forward in
CFO estimation, ML Doppler estimation is preferred as long
as it is computationally manageable.

To the best our knowledge, five ML-based Doppler estima-
tors have been so far introduced in the open literature. One
of the first implementations of the ML criterion was proposed
in [42] whose basic idea is to the maximize the similarity
between the power spectral density (PSD) of the received sig-
nal and a hypothetical one (namely the uniform Jakes’ model).
Another early ML approach was also introduced in [43], in the
specific context of TDMA transmissions, wherein periodic
pilot symbols are transmitted over each time slot. It involves,
however, the numerical inversion of a large-size covariance
matrix, a quite computationally-demanding operation in prac-
tice. Another ML Doppler estimator was developed in [44]
using the Whittle approximation. However, it works only for
very large normalized Doppler frequencies (typically fn > 0.1
where fn = fDTs and Ts is the symbol period). The most
recent ML estimator was proposed in [22] by exploiting an the
AR model (of order one) is unable to capture small Doppler
values as well as will be seen later in Section IV. Actually,
estimating very small normalized Doppler frequencies is more
challenging yet of much interest in practice. Indeed, current 4G
wireless communication systems and beyond are characterized

by high-data-rate transmissions and, hence, require very small
symbol periods (typically Ts ≈ 10 μs over each subcarrier
in LTE systems [45]). Hence, the target normalized Doppler
frequencies for these systems are typically in the range of
0.0001 ≤ fn ≤ 0.01 for a maximum Doppler frequency fD

ranging from 1 to 1000 Hz. This translates to a user velocity
v = fD

F0
c ranging between 5.4 Km/h and 540 Km/h at a

carrier frequency F0 = 2 GHz (c being the speed of light).
The only two estimators that were specifically designed to
cope with relatively small normalized Doppler frequencies are
TAML [46] and COMAT [47]. TAML is an ML-based
approach that, despite avoiding the inversion of the true covari-
ance matrix, incurs a very high computational cost in practice.
Indeed it relies on the approximation of the actual channel
correlation matrix by a Taylor series of order K . Consequently,
it involves the numerical inversion of a (K ×K ) matrix at each
point of the search grid (where K is in the order of 10) on the
top of several other matrix multiplications. COMAT, however,
is a covariance-matching approach that is computationally
more attractive but requires large-size data records to capture
small Doppler spread values. Another limitation of all the
Doppler estimators discussed above [42]– [47] is that they all
assume the perfect a priori knowledge of the channel spectrum
form and most of them were specifically designed for the very
special case of the uniform Jakes’ model.

Motivated by all these facts, we develop in this paper a new
ML joint estimator for both the CFO and the Doppler spread
that:

• involves no matrix manipulations (i.e., inversion or mul-
tiplication) thereby resulting in a huge computational
saving;

• does not require any a priori knowledge about the chan-
nel’s power spectral density (PSD) and is robust to its
shape;

• is able to accurately estimate extremely small Doppler
frequencies.

The new estimator reduces the log-likelihood func-
tion (LLF) into the orthogonal projection of the observation
vector onto a two-dimensional subspace that can be eas-
ily evaluated by FFT. It is also based on a second-order
Taylor expansion series that is valid for most known channel
PSD models, including the very basic and widely studied
uniform Jakes, restricted Jakes (rJakes), Gaussian, biGaussian,
rounded, bell, and 3-D flat models, etc. Exhaustive computer
simulations show that the new ML approach outperforms
the main state-of-art techniques both in CFO and Doppler
estimation, more so in the adverse conditions stemming from
short data records and/or small SNR levels.

We organize the rest of this paper as follows. In section II,
we introduce the system model. In section III, we develop our
new ML estimator. In section IV, we assess its performance
and compare it against the main state-of-the art techniques.
Finally, we draw out some concluding remarks in section V.

We define in the following the adopted mathematical nota-
tions: Vectors and matrices are represented in lower- and
upper-case bold fonts, respectively. IN , 1N , and 0N denote
the N × N identity matrix, the all-one, and the all-zero
N−dimensional vectors, respectively. The Hadamard product
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of any two matrices A and B (i.e., elementwise product)
is denoted as A � B and det{.} returns the determinant
of any square matrix. Moreover, {.}T and {.}H denote the
transpose and the Hermitian (transpose conjugate) operators,
respectively. The Euclidean norm of a vector is denoted as
||.|| and diag{x1, x2, . . . xn} is the diagonal matrix whose main
diagonal is composed of the entries x1, x2, . . . xn in the given
order. The operators {.}∗ and |.| return the conjugate and
magnitude of any complex number, respectively, and j is
the unit complex constant, j2 = −1. We also use (.) and
[.] for continuous and discrete variables, respectively. Finally,
the statistical expectation is denoted as E{.} and � is used for
definitions.

II. SYSTEM MODEL

Consider a reference (i.e., known) signal, x(t), that is
transmitted over a flat-fading Rayleigh channel, h(t). In the
presence of a CFO, fc, the baseband-equivalent received
signal, after down conversion, is given by [47]:

y(t) = h(t)x(t)e j2π fct +w(t), (1)

where w(t) is an additive noise modeled by a zero-mean
complex circular white Gaussian random process. Sampling
y(t) at the rate fs = 1/Ts and assuming without loss of
generality that x(t) = 1 ∀ t yields the following discrete-time
observation data sequence:

y[n] = h[n]e j2πn fcTs +w[n],
n = 0, 1, · · · , N − 1, (2)

where y[n] = y(nTs), h[n] = h(nTs), and w[n] = w(nTs).
Here, we do not assume that the transmitted signal propagates
along a single path to the receiver. Rather, we consider a
single-tap model for the baseband-equivalent representation
of the physical multipath channel. Actually, if the wireless
channel were composed of a single path (a situation that
is rarely encountered in practice), then there would be no
Doppler spread, but a simple Doppler shift that can be easily
incorporated in the CFO in (1). However, although wireless
physical channels are usually multipath, they can be modelled
in the baseband domain either by a single-tap or a multi-tap
model depending on how the channel’s coherence bandwidth,
Bc, compares to the sampling rate, fs , which is assumed to be
equal to the Nyquist rate of the transmitted reference signal.
In either case, a tap is composed of an aggregation over all
physical paths that cannot be resolved in the delay line. Each
of these unresolvable paths has its own Doppler shift and,
collectively, they result in the so-called Doppler spread of
the tap to which they belong. More explicitly, we have the
following two different conditions:

• Bc > fs = 1
Ts

�⇒ the baseband-equivalent model for
the physical multipath channel is composed of a single
tap; this is widely referred to as flat-fading/narrowband
model.

• Bc < fs = 1
Ts

�⇒ the baseband-equivalent model
for the physical multipath channel is composed of more
than one tap; this is widely referred to as frequency-
selective/wideband model.

In our work, we are under the first condition (i.e., the flat-
fading scenario) wherein all the physical paths contribute
to a single tap. Such narrowband model is well jus-
tified in practice by its wide adoption in current and
next-generation multicarrier communication systems such as
long-term-evolution (LTE), LTE-advanced (LTE-A) and
beyond (LTE-B) systems. In fact, it is well known that
OFDM systems transform a multipath frequency-selective
channel in the time domain into a frequency-flat (i.e., nar-
rowband) channel over each subcarrier. Actually, multicarrier
technologies were primarily designed to combat the multipath
effects in high-data-rate communications by bringing back
the per-carrier propagation channel to the simple flat-fading
case [48], [49].

In the rest of this paper, the estimation problem is formu-
lated as follows: Given the N data records in (2), our goal is
to estimate the Doppler spread (or equivalently the maximum
Doppler frequency) jointly with the CFO. Note that although
the model in (2) is expressed explicitly in terms of the CFO,
the Doppler spread is hidden in the channel’s autocorrelation
coefficients given by:

rh [k] � E
{

h[n]h[n + k]∗
}
, k ∈ Z. (3)

For instance, in the very specific case of uniform Jakes’ model,
rh(kTs) is given by:

rh[k] = J0
(
2πk fDTs

) = J0
(√

2kσDTs
)
,

where J0(.) is the zero-order Bessel function of the first kind
and the second equality follows from the relationship between
the maximum Doppler frequency, fD , and the Doppler spread,
σD , in the uniform Jakes model:

σD = 2π√
2

fD . (4)

The uniform Jakes’ model is assumed in typical urban envi-
ronments where the multipath components tend to hit the
receiver from almost all the directions uniformly. In practice,
however, other models can be encountered, depending on the
distribution of the angles of arrivals (AoAs) of the incoming
signal. This gives rise to other Doppler spectra such as the 3D-
flat, rounded, Gaussian, Bi-Gaussian, symmetrical restricted
Jakes (rJakes), asymmetrical Jakes (aJakes) models, etc. The
explicit relationship between σD and fD for each of the
aforementioned models can be obtained from the following
general identity:

σD =
(

1

2π

∫ ωD

−ωD

ω2S(ω)dω

)1/2

with ωD = 2π fD. (5)

Here, S(ω) is the PSD of the channel, i.e., the discrete-time
Fourier transform of its autocorrelation coefficients defined
in (3):

S(ω) �
+∞∑

k=−∞
rh[k]e− j kω

. (6)

For instance, for the 3-D scattering model (i.e., flat PSD),
it can be shown using the relationship in (5) that the Doppler
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spread and the maximum Doppler frequency are related as
follows:

σD = 2π√
3

fD . (7)

As mentioned in Section I, a distinct advantage of the new
ML estimator is its capability of estimating the Doppler spread
with almost all known models without even knowing its PSD
form. For mathematical convenience, we now introduce the
following vector notations:

y �
[

y[0], y[1], · · · , y[N − 1] ]T
,

h �
[

h[0], h[1], · · · , h[N − 1] ]T
,

w �
[
w[0], w[1], · · · , w[N − 1] ]T

.

Hence, the model in (2) can be rewritten in the following more
compact matrix/vector form:

y = �(ωc)h + w, (8)

where ωc � 2π fc and �(ω) is a diagonal matrix defined for
any (unnormalized) angular frequency ω = 2π f as follows

�(ω) � diag
{

1, e jωTs , e j2ωTs . . . , e j (N−1)ωTs
}
. (9)

III. FORMULATION OF THE NEW ML ESTIMATOR

To begin with, we stack the unknown parameters of interest
in a single parameter vector denoted as θ � [σD, fc]T . A key
step in the derivation of ML estimators consists in finding the
LLF, Ly(θ), of the estimation problem at hand defined as:

Ly(θ) � log
(

p(y; θ)
)
, (10)

where p(y; θ) is the probability density function (pdf) of the
observation data vector, y, parameterized by θ . Owing to (8),
it can be shown that y is a circular symmetric Gaussian random
vector with zero mean. Therefore, we have:

p(y; θ) = 1

πN det{Ry(θ)} exp
{
−yH R−1

y (θ)y
}
, (11)

where Ry(θ) � E
{
yyH

}
is the covariance matrix of y.

From (8), it is also easy to show that:

Ry(θ) � �(ωc)Rh(σD)�(ωc)
H + σ 2

n IN , (12)

in which Rh(σD) � E
{
hhH

}
is the covariance matrix of the

channel. Now, taking the logarithm of (11) and dropping the
constant terms yields the LLF as:

Ly(θ) = − log
(

det{Ry(θ)}
) − yH R−1

y (θ)y. (13)

At this early stage, the true challenge of the ML derivation
is obvious. Indeed, maximizing Ly(θ) with respect to the
unknown parameter vector, θ , requires from (13) the inversion
of a large-size (N ×N) covariance matrix and the computation
of its determinant. Hence, its computational complexity, in the
order of O(N3) operations, increases very quickly with N
(e.g., 106 operations at each point of the search grid even for
a relatively small N = 100 samples). This suggests that any
naive implementation of the ML estimator would be simply
too prohibitive in complexity. To avoid the inversion of a large-
size covariance matrix, Tsai and Young have recently proposed

in [46] an approximate LLF (in the absence of CFO) using a
K -order Taylor series expansion of the channel’s correlation
function. The resulting approximate ML Doppler estimator of
[46] requires only the inversion of a (K × K ) matrix no
matter how large is N where K � N (K is typically in
the range of 10). However, it still requires a series of heavy
multiplications of (K × K ) matrices on the top of the matrix
inversion. Also, the reduced-size approximate matrix — being
badly conditioned — results in numerical instabilities. We will
further discuss this limitation later in Section IV.

In this paper, we propose a new approximate ML solution
that avoids any matrix inversion or multiplication, thereby
resulting in a huge computational saving. We rely on the
following second-order Taylor series approximation of the
covariance matrix, developed in [47], which is valid for most
known Doppler PSD models:

Rh(σD) = σ 2
h

2
A(σD)AH (σD). (14)

In (14), the matrix A(ω) is defined for any angular frequency
ω as follows:

A(ω) = [
a(−ω) a(ω)

]
, (15)

in which the vector a(ω) is defined as:

a(ω) �
[
1 e jωTs e j2ωTs · · · e j (N−1)ωTs

]T
. (16)

After plugging (14) back into (12), an approximate expression
for the overall covariance matrix of the observation vector is
obtained as:

Ry(θ) = σ 2
h

2
�(ωc)A(σD)AH (σD)�(ωc)

H + σ 2
n IN . (17)

In our quest for finding the analytical inverse of the (N × N)
covariance matrix, Ry(θ), and its determinant, we begin by
finding the analytical expressions of the non-zero eigenvalues
of the matrix A(σD)A(σD)

H and their associated eigenvectors.
Actually, this matrix is of rank two and as such has two
nonzero eigen-values only. Further, it is known from basic
linear algebra that the non-zero eigenvalues of A(σD)A(σD)

H

and A(σD)
H A(σD) are the same. Fortunately, the latter matrix

is of size 2 × 2 and, thus, its eigen-values can be found
analytically. Indeed, it is easy to establish that:

A(σD)
H A(σD) =

⎛
⎝

||a(−σD)||2 a(−σD)
H a(σD)

a(σD)
H a(−σD) ||a(σD)||2

⎞
⎠ .

(18)

Furthermore, it can be easily shown that ||a(−σD)||2 =
||a(−σD)||2 = N and that:

a(−σD)
H a(σD) = ϕ(2σDTs), (19)

where

ϕ(x) �
N−1∑
n=0

e jnx = sin( N x
2 )

sin( x
2 )

e j N−1
2 x , (20)
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is the Dirichlet Kernel. Consequently, the matrix
A(σD)

H A(σD) in (18) is explicitly given by:

A(σD)
H A(σD) =

⎛
⎝

N ϕ(2σDTs)

ϕ(2σD Ts)
∗ N

⎞
⎠ . (21)

The two eigenvalues, λ1 and λ2, of this matrix are
the roots of the corresponding characteristic polynomial
given by:

P(λ) � det
{
λI − A(σD)

H A(σD)
}

= (λ− N)2 − ∣∣ϕ(2σDTs)
∣∣2
.

Setting P(λ) = 0 and solving for λ leads to:

λ1(σD) = N +
∣∣∣∣
sin(NσD Ts)

sin(σD Ts)

∣∣∣∣ , (22)

λ2(σD) = N −
∣∣∣∣
sin(NσD Ts)

sin(σD Ts)

∣∣∣∣ . (23)

Moreover, by closely inspecting (21), it can be easily shown
that:

v1(σD) = 1√
2

[
1

ϕ(2σDTs)
∗

|ϕ(2σDTs)|
]T

(24)

v2(σD) = 1√
2

[
1 − ϕ(2σDTs)

∗

|ϕ(2σDTs)|
]T

. (25)

are two unit-norm eigenvectors of A(σD)
H A(σD) associated to

λ1(σD) and λ2(σD), respectively. Recall here that λ1(σD) and
λ2(σD) are also the only two non-zero singular values of the
(N × N) matrix of interest A(σD)A(σD)

H . We are now ready
to find its two unit-norm eigenvectors, u1(σD) and u2(σD),
that are associated to λ1 and λ2, respectively. To do so, let
the economy-size singular value decomposition (SVD) of the
matrix A(σD) be:

A(σD) = U(σD)�(σD)
1/2V(σD)

H , (26)

with

U(σD) �
[
u1(σD) u2(σD)

]
(27)

V(σD) �
[
v1(σD) v2(σD)

]
(28)

�(σD) � diag
{
λ1(σD), λ2(σD)

}
. (29)

Then, exploiting the fact that V(σD)
H V(σD) = I2, it imme-

diately follows from (26) that U(σD) is expressed as:

U(σD) = A(σD)V(σD)�(σD)
−1/2, (30)

from which it can be shown that u1(σD) and u2(σD) are
explicitly given by:

u1(σD) = 1√
2λ1(σD)

(
a(−σD)+ ϕ(2σDTs)

∗

|ϕ(2σDTs)|a(σD)

)
, (31)

u2(σD) = 1√
2λ2(σD)

(
a(−σD)− ϕ(2σD Ts)

∗

|ϕ(2σDTs)|a(σD)

)
. (32)

From (26), we also have:

A(σD)A(σD)
H = U(σD)�(σD)U(σD)

H . (33)

By injecting (33) back into (17), the approximate covariance
matrix of the observation vector develops into:

Ry(θ) = σ 2
n

(
ρ
2 B(θ )�(σD)B(θ )H + IN

)
, (34)

in which ρ � σ 2
h /σ

2
n is the average SNR of the system and

the matrix B(θ) is defined as follows:

B(θ) � �(ωc)U(σD). (35)

For the sake of simplicity, we will temporarily rid in
the upcoming derivations any matrix/vector parameterized
notation-wise by θ , σD , or ωc from their arguments until we
establish at the very end the LLF expression. Now, applying
the Woodburry identity (usually known as the matrix inversion
lemma [50]) to (34) it can be shown that:

R−1
y = 1

σ 2
n

[
I − B

(
2
ρ�−1 + BH B

)−1
BH

]
. (36)

Moreover, it can be easily verified that u1 and u2 are orthogo-
nal and have unit norms thereby leading to UH U = I2. Hence,
recalling (35) and using the fact that �H � = IN , we also have
BH B = UH�H�U = I2. Consequently, (36) reduces simply
to:

R−1
y = 1

σ 2
n

(
I − B�BH

)
, (37)

in which � �
( 2
ρ�−1 + I

)−1 is explicitly given by:

� = diag

{
ρλ1

2 + ρλ1
,

ρλ2

2 + ρλ2

}
. (38)

By revisiting (34), it can also be shown that the eigenvalues
of Ry, denoted hereafter as {λ′

l}N
l=1, are given by:

λ′
1 = σ 2

n (ρλ1 + 2) /2, (39)

λ′
2 = σ 2

n (ρλ2 + 2) /2, (40)

λ′
l = σ 2

n , (for l = 3, 4, . . . , N). (41)

Therefore, the determinant of Ry, which is the product of its
eigenvalues, can be readily obtained as:

det
{
Ry

} = σ 2N
n
4 (2 + ρλ1) (2 + ρλ2) . (42)

Finally, substituting (37) and (42) back into (13) and dropping
the constant terms (that do not depend on the unknown
Doppler spread and CFO), the LLF reduces simply to:

Ly(θ) = − log
([2 + ρλ1][2 + ρλ2]

) + 1
σ 2

n

∣∣∣∣
1/2BH y
∣∣∣∣2
.

(43)

This approximate likelihood expression involves the noise
variance, σ 2

n , and the SNR, ρ, which are also unknown
parameters in practice. In this work, they are estimated by
a technique1 that capitalizes on the fact that the approximate
covariance matrix of the channel is of rank two [47]. Indeed,
we form a (p × p) Toeplitz matrix, R(p)

y , constructed from
the first p (p << N) estimated correlation coefficients,
{̂ry[k]}p

k=1, of {y[n]}N−1
n=0 . On the one hand, owing to (41), the

1Note here that other more elaborate data-aided (DA) techniques could
be used to estimate the required noise variance and instantaneous SNR,
e.g., [51] and [52].
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p − 2 smallest eigenvalues of R(p)
y are nothing but multiple

estimates of the unknown noise variance. Therefore, they
can be averaged together to obtain a more refined estimate,
σ̂ 2

n , of σ 2
n . On the other hand, since the zero-lag correlation

coefficient is given by ry[0] = σ 2
h +σ 2

n , then the channel power
is estimated as σ̂ 2

h = r̂y[0] − σ̂ 2
n . The SNR estimate is then

obtained as ρ̂ = σ̂ 2
h /σ̂

2
n . By injecting these estimates in (43),

expanding the norm, and recalling (35), the LLF develops into:

Ly(θ) = − log
(
ψ(σD)

)

+ 1

σ̂ 2
n

2∑
i=1

γi (σD)
2

∣∣∣ui (σD)
H�(ωc)

H y
∣∣∣
2
, (44)

in which:

ψ(σD) = [
2 + ρ̂ λ1(σD)

][
2 + ρ̂ λ2(σD)

]
, (45)

γi (σD) =
√

ρ̂λi (σD)

2 + ρ̂λi (σD)
, i = 1, 2. (46)

Then ML estimtes of the Doppler spread and the CFO,
respectively, θ̂ = [̂σd , f̂c], are then obtained as:

θ̂ = arg max
θ

Ly(θ). (47)

We emphasize here the fact that the final LLF expression
in (44) does not involve any matrix inverse. Moreover, to side-
step the remaining matrix multiplication in (44) and speed up
the execution time in practice, the following two remarks are
in order:

• Remark 1: The second term in the LLF can be easily
computed by the FFT at each candidate Doppler value over
the postulated search grid. In fact, by denoting the nth element
of the vector ui (σD) as ui,σD (n) for i = 1, 2, it can be shown
that:

ui (σD)
H�(ωc)

H y =
N−1∑
n=0

ui,σD (n)
∗y(n)e− j nωcTs = z̃i,σD (ωc),

where z̃i,σD (ωc) is the discrete-time Fourier transform (DTFT)
of the sequence {zi,σD (n)}N−1

n=0 defined for i = 1, 2 as follows:

zi,σD (n) � ui,σD (n)
∗y(n). (48)

Therefore, in order to evaluate the LLF, L(θ) = L(σD, ωc) at
all candidate values, {ω(m)c }M

m=1, of ωc at each given candidate
Doppler value, σD , one can proceed as follows:

1) Form the two vectors
{

z̃i (σD,ωc)
}2

i=1:

z̃i (σD,ωc) = FFT
(
ui (σD)

H � y
)

(49)

Here, we perform an M−point FFT and, therefore,
the candidate values of ωc are given by ω(m)c = 2π(m−1)

MTs
for m = 1, 2, · · · ,M and gathered in the vector ωc =
2π[0, 1

MTs
, . . . , M−1

MTs
]T .

2) Evaluate the LLF at all the CFO points in ωc (for the
given σD) as follows:

Ly(σD,ωc) = − log
(
ψ(σD)

)

+ 1
σ̂ 2

n

2∑
i=1

γi (σD)
2
∣∣ z̃i (σD,ωc)

∣∣2
. (50)

Obviously, the new ML estimator, as implemented using
the LLF in (50), involves no matrix manipulations (i.e.,
multiplications or inversions) and, hence, entails a very low
computational cost. This is in contrast to the recent ML
approach introduced in [46] that requires at each grid point
the numerical inversion of a (K × K ) approximation matrix
and K multiplications of other predefined matrices of the same
size. Moreover, in contrast to the simple LLF of (50) which is
valid for most common Doppler PSD models (cf. Sections I
and II), the ML implementation in [46] relies on a different
Taylor series expansion for each Doppler model and, hence,
requires its unpractical knowledge a priori.

• Remark 2: It can be easily verified that, for constant
channels (i.e., σD → 0), the new estimator boils down
to the very well-known ML frequency estimator proposed
in [11]. Indeed, exploiting the fact that limx→0 sin(Nx)/
x = N , it follows from (22) and (23) that λ1(σD) → 2N and
λ2(σD) → 0 when σD → 0. Applying these results in (31),
(32), (45), and (46), it can be shown that as σD → 0:

ψ(σD) −→ 4(1 + N ρ̂ ), (51)

γ1(σD)u1(σD) −→
√

ρ̂
1+N ρ̂ 1N , (52)

γ2(σD)u2(σD) −→ 0N . (53)

Note here that, in this case, the logarithmic term in the LLF
can be dropped as it becomes constant with respect to the
CFO parameter. Moreover, using (51)-(53) back in (50) and
recalling (49), it follws that (after dropping the constant terms)
the LLF of the frequency parameter alone simplifies to:

Ly(ωc) ∝ ∣∣FFT(1N � y)
∣∣2 = ∣∣FFT(y)

∣∣2. (54)

This means that the ML estimate of the CFO parameter under
constant channels is the point that maximizes the discrete
Fourier transform of the observation data sequence; a sub-
case asymptotic solution compared to ours, yet rightfully
appreciated as a major result since it has been established
decades ago in the seminal work of Rife and Boorstyn [11].

Recall also that our estimator is built on the two-ray approx-
imation model in (14) that is valid for N FD Ts � 1. Therefore,
for a fixed observation window size (N), the proposed estima-
tor suffers from performance degradation at higher Doppler
frequencies, more so as the symbol duration increases. In other
words, the range of Doppler frequencies over which the basic
assumption N FD Ts � 1 remains valid becomes smaller as
Ts gets larger. If the symbol duration is too small, however,
this allows one to take more samples and better estimate the
Doppler frequency provided that the assumption N FD Ts � 1
is not violated.

IV. SIMULATION RESULTS

In this section, we assess the performance of the new ML
estimator using the normalized mean square error (NMSE)
as a performance metric. In all simulations, the NMSE is
computed over M = 1000 Monte-Carlo runs. Main state-of-
the-art techniques are selected as benchmarks against which
we gauge the performance of the proposed ML estimator.
These are:
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TABLE I

CAPABILITIES OF THE DIFFERENT CONSIDERED TECHNIQUES

• The non-linear least-squares (NLS) CFO estimator pro-
posed by Besson and Stoica [20].

• The joint Doppler/CFO ML solution proposed by Abeida
and Al Harthi [22]. This estimator is based on the auto-
regressive (AR) model and, hence, will be simply referred
to as AR-ML.

• The ML Doppler estimator proposed by
Tsai and Yang [46]. This estimator relies on a
time-domain Taylor series expansion of the covariance
matrix and it is, hence, referred to hereafter as TAML
for time-domain approximate ML.

• The joint Doppler/CFO covariance matching (COMAT)
approach proposed by Souden et al. [47].

Before delving too much into the simulations details, however,
we will compare in Tab. I these techniques with ours (referred
to hereafter as “New ML”) in terms of estimation capabilities
and robustness. In this context, Tab. I specifies the Doppler
spectrum model for which each technique was specifically
designed.

From this table, we see that all existing methods but AR-ML
apply to any Doppler model yet pending its mandatory a priori
knowledge, making them little robust in practice. As a matter
of fact, only NLS and the new ML approach are completely
oblivious to the Doppler spectrum model . Unlike our new
ML technique, however, NLS does not estimate the Doppler.
Furthermore, although COMAT is the first Doppler estimator
to be oblivious in its derivations to the Doppler PSD model,
it requires in its implementation an appropriate selection of
some correlation lags that could be sensitive to noticeable
PSD model mismatches. In light of the above observations
from Table I, we will henceforth distinguish the following two
estimation scenarios:

• i) Joint Doppler/CFO estimation;
• i i) Doppler-only estimation with no CFO

(i.e., fc = 0 Hz).

Under the “joint Doppler/CFO estimation” scenario, we will
still benchmark our ML CFO estimator against NLS. Indeed,
although the latter does not estimate the Doppler, it does esti-
mate the CFO in spite of an unknown Doppler spread. Under
the “Doppler-only estimation” scenario, however, we will
discard it along with AR-ML and benchmark the new ML
Doppler estimator against COMAT and TAML only. In fact,
AR-ML relies on the CFO estimate to find the maximum
Doppler shift as follows:

f̂D = 1

πTs

√
1 − γ ( f̂c), (55)

Fig. 1. Doppler NMSE of the various estimators vs. the observation window
size (N ) with fD Ts = 0.002, SNR = 0 dB, and uniform Jakes’ model.

where γ ( f̂c) is the optimal AR coefficient that is computed
from the CFO estimate as shown in [22], eq. (3.11)]. On the
other hand, COMAT was modified to account for Doppler-
only estimation since its Doppler and CFO estimation tasks
can be easily dissociated.

A. Joint Doppler/CFO Estimation

In Figs. 1 and 2, we start by studying the effect of the
observation window size (N) on the performance of the
various techniques, respectively, in terms of Doppler and CFO
estimation NMSEs. The SNR level is fixed at SNR = 0 dB
and we consider the uniform Jakes’ model with a normalized
Doppler frequency fDTs = 0.002. For Ts = 10 μs (as is
almost the case in LTE systems), this corresponds to a maxi-
mum Doppler frequency fD = 200 Hz, thereby translating to
a user velocity v = f D

F0
c = 108 Km/h at a carrier frequency

F0 = 2 GHz.
In Figs. 1 and 2, the proposed ML approach outperforms

all the other techniques for all the observation window sizes,
except for a slight advantage for COMAT in terms of CFO
estimation (for small values of the CFO only) as seen from
Fig. 2(a). However, contrarily to COMAT, it exhibits in Fig. 1
a remarkable resilience to the CFO in terms of Doppler
NMSE. Whereas AR-ML fails completely at the considered
SNR level since it relies on a high-SNR approximation
and is not specifically designed to cope with small Doppler
values [22]. To support this observation, we plot in Fig. 3
the NMSE performance of AR-ML at a higher SNR value of
30 dB and a higher normalized Doppler frequency fD Ts =
0.008. Even if its performance improves appreciably, it can
match our new ML estimator only with a large-size observa-
tion window of N = 1024.

Recall here that the proposed estimator relies on the second-
order Taylor series expansion in (14) that is valid only when
N fD Ts � 1 (cf. Appendix A of [47] for more details).
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Fig. 2. CFO NMSE of the various estimators vs. the observation window
size (N ) with fD Ts = 0.002, SNR = 0 dB, and uniform Jakes’ model. The
New ML estimator is compared to: (a) COMAT, (b) AR-ML, and (c) NLS
estimators.

Fig. 3. Doppler NMSE of AR-ML and the new ML estimator vs. the
observation window size (N ) with fD Ts = 0.008, SNR = 30 dB, and uniform
Jakes’ model.

Therefore, smaller values for the normalized Doppler fre-
quency, fD Ts , allows for larger observation window sizes
(N) for which the underlying approximation is accurate. This
explains why the NMSE of our estimator is decreasing with
N in Fig. 1 while it is increasing in Fig. 3. Indeed, the former
corresponds to fDTs = 0.002 while the latter corresponds to
fD Ts = 0.008.

In Figs. 4 and 5, we study the impact of the SNR on
the different Doppler and CFO estimators, respectively, at a
fixed observation window size N = 256 and fDTs = 0.002.
Fig. 5 shows that the proposed ML estimator outperforms

Fig. 4. Doppler NMSE of the various estimators vs. the SNR with fD Ts =
0.002, N = 256, and uniform Jakes’ model.

Fig. 5. CFO NMSE of the various estimators vs. the SNR with fD Ts =
0.002, N = 256, and uniform Jakes’ model.

the existing techniques in terms of both Doppler and CFO
estimation over the entire SNR range, except for a slight
advantage for COMAT in terms of CFO NMSE for small
CFOs only. Being unable to estimate the Doppler, NLS starts
to match our new ML approach in CFO estimation NMSE
at relatively increasing SNR values, less so though when
estimating relatively larger CFOs as seen from Fig. 5(c).

Figs. 6 and 7 depict the performance of the various estima-
tors as function of the normalized Doppler frequency ( fDTs)
under the adverse conditions of low SNR and short data
records, namely SNR = 0 dB and N = 256 samples.
We observe that the new ML estimator preserves its robust-
ness to the CFO over the entire considered Doppler range.
Moreover, although COMAT exhibits a slight advantage in the
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Fig. 6. Doppler NMSE of the various estimators vs. the normalized Doppler
frequency ( fD Ts ) with N = 256, SNR = 0 dB, and uniform Jakes’ model.

Fig. 7. CFO NMSE of the various estimators vs. the normalized Doppler
frequency ( fD Ts ) with N = 256, SNR = 0 dB, and uniform Jakes’ model.

estimation of large Doppler values (at small CFOs though),
the new ML estimator outperforms it over the lower end
of the Doppler range (i.e., fDTs ≤ 0.006) that is of most
practical interest for high-data-rate systems inherently oper-
ating at small values of fD Ts . At these low Doppler values,
COMAT is, however, more accurate in the estimation of small
CFO values. Furthermore, our proposed estimator outperforms
AR-ML and NLS over the aforementioned Doppler range of
interest at all CFO values.

In Fig. 8, we gauge the performance of the pro-
posed technique against the well-known Cramér-Rao lower
bound (CRLB). The latter is a fundamental bound which
reflects the best achievable performance theoretically at a given
estimation setup. For the sake of clarity, the other estimators

Fig. 8. Comparison of the new ML estimator against the normalized CRLB
as function of the SNR with fD Ts = 0.002, N = 256, and uniform Jakes’
model, (a) Doppler NMSE and (b) CFO NMSE (black curves are for NCRLB
and red curves are for the proposed estimator).

Fig. 9. NMSE of the various estimators vs. fd Ts with SNR = 0 dB, N =
128, and uniform Jakes’ model.

were not plotted in the same figure. Although the proposed
estimator outperforms the existing techniques (as already seen
from Figs. 1 to 7), we observe from Fig. 8 that there is room
for tremendous performance improvements as predicted by the
CRLB.

B. Doppler-Only Estimation

Fig. 9 shows the NMSE performance of the three estima-
tors (ours, COMAT, and TAML) for an observation window
size of N = 128 samples and SNR = 0 dB. The new ML
estimator outperforms the other two benchmark techniques
over a wide range of the normalized Doppler frequency,
(i.e., 0.0001 ≤ fD Ts ≤ 0.012).

On one hand, COMAT is covariance-based and therefore
suffers from a weaker averaging effect at the considered small
value of N . On the other hand, TAML suffers from numerical
instabilities due to the numerical inversion of badly condi-
tioned matrices. This can be observed very clearly from the
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Fig. 10. LLF vs. fD for true f̄D = 1000 Hz, SNR = 0 dB, and uniform
Jakes’ model for: (a) TAML, (b) New ML.

plots in Fig. 10(a) of different realizations of its approximate
LLF for a true2 Doppler frequency f̄D = 1000 Hz. There,
we see that LLF of TAML, despite exhibiting a true maximum
near f̄D = 1000 Hz, is dominated due to numerical instabil-
ities by another spurious maximum located approximately at
f̄D = 2300 Hz. This is in contrast to the LLF realizations
of new ML estimator’s LLF plotted in Fig. 10(b), which are
always smooth and consistently exhibit a single maximum
(cf. red curve segments) near the true Doppler frequency value
f̄D = 1000 Hz.

C. Complexity Analysis

First, we consider the case of joint Doppler and CFO
estimation. We plot in Fig. 11 the computational complexity
of our proposed ML-based estimator (New ML) and compare
it to that of AR-ML and COMAT. Note that the complexity
of our proposed estimator is mainly governed by the FFT
size, M , which dictates the number of candidate CFO val-
ues (i.e., the resolution at which we want to estimate the CFO).
In Fig. 11, the likelihood corresponding to the new ML estima-
tor was evaluated at L = 400 candidate values for the Doppler.
We also considered M = 8192 = 213 candidate CFO values
for both New ML (i.e., its FFT size) and for AR-ML. It is seen
that AR-ML is by far the most computationally demanding
among all considered estimators. Moreover, although COMAT
entails almost the same computational burden at low values
of the window size (N) as our new ML estimator, the latter
has tremendous computational savings over COMAT as N
increases.

In Fig. 12, we also plot the computational complexities
for the separate cases of “Doppler-only” and “CFO-only”
estimations as function of the window size (N). In Fig. 12(a),
we compare the new ML estimator to COMAT and TAML
while in Fig. 12(b) we compare it to AR-ML, COMAT,

2Note here that we use the overbar to distinguish the true value of the
Doppler, f̄D = 1000, from the generic one (i.e., fD) used in the x−axis of
Fig. 10

Fig. 11. (Joint Doppler/CFO estimation) Complexities of New ML vs
AR-ML and COMAT as function of the observation window size (N ).

Fig. 12. Complexities vs. the observation window size (N ) for the cases of:
(a) “Doppler-only” estimation and (b) “CFO-only” estimation.

and NLS. As can be seen there, the proposed ML-based
algorithm outperforms by far the other Doppler spread esti-
mators in terms of computational complexity. Regarding CFO
estimation, however, it entails almost the same complexity
as NLS. Yet, it offers a remarkeable performance advantage
againt the latter as already seen in Figs. 2, 5, and 7. Note
here that in Fig. 12 (a), we also consider L = 400 candidate
Doppler values for both the new ML and TAML. The latter is
also implemented using second-order Taylor series expansion.
In Fig. 12 (b) the number of candidate CFO values is also
fixed at M = 213.

V. CONCLUSION

In this paper, we derived a new approximate ML esti-
mator for the Doppler spread and CFO parameters that is
most suitable for current and next generations of high-data-
rate wireless communication systems. The new ML estimator
is based on an approximation of the channel’s covariance
matrix by a two-ray model that is valid for most known
Doppler PSD models. The likelihood function was recast as
the projection onto a two-dimensional subspace and was easily
evaluated using the fast Fourier transform (FFT). We showed
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via exhaustive computer simulations that the new estimator is
accurate over wide ranges of the Doppler spread and CFO
parameters. Moreover, it outperforms many state-of-the-art
techniques under the adverse conditions of short data records
and/or low SNR thresholds. Most prominently, it exhibits an
unprecedented robustness to the Doppler spectrum shape of
the channel of very practical interest since it does not require
its a priori knowledge. Yet, the remaining gap between the
CRLB and the NMSE of the proposed approximate ML-type
estimator suggests that more sophisticated ML approaches
need to be derived in order to match the best estimation
performance that can be achieved in practice.
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