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4.3 Speech Feature Perception

The information-theoretic approach to describing
speech perception assumes that human speech recog-
nition is based on the combined, parallel recognition of
several acoustical cues that are characteristic for certain
speech elements. While a phoneme represents the small-
est unit of speech information, its acoustic realization
(denoted as phone) can be quite variable in its acoustical
properties. Such a phone is produced in order to de-
liver a number of acoustical speech cues to the listener
who should be able to deduce from it the underlying
phoneme. Each speech cue represents one feature value
of more- or less-complex speech features like voicing,
frication, or duration, that are linked to phonetics and
to perception. These speech feature values are decoded
by the listener independently of each other and are used
for recognizing the underlying speech element (such as,
e.g., the represented phoneme). Speech perception can
therefore be interpreted as reception of certain values of
several speech features in parallel and in discrete time
steps.

Each phoneme is characterized by a unique com-
bination of the underlying speech feature values. The
articulation of words and sentences produces (in the
sense of information theory) a discrete stream of infor-
mation via a number of simultaneously active channels
(Fig. 4.13).

The spoken realization of a given phoneme causes
a certain speech feature to assume one out of several dif-
ferent possible values. For example, the speech feature
voicing can assume the value one (i. e., voiced sound) or
the value zero (unvoiced speech sound). Each of these
features is transmitted via its own, specific transmission
channel to the speech recognition system of the listener.
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Fig. 4.13 Schematic representation
of speech recognition using speech
features. Each speech sound is char-
acterized by a combination of speech
features that are modeled to be trans-
mitted independently of each other
by specialized (noisy) transmission
channels

The channel consists of the acoustical transmission
channel to the listener’s ear and the subsequent decoding
of the signal in the central auditory system of the receiver
(which can be hampered by a hearing impairment or
a speech pathology). The listener recognizes the actually
assumed values of certain speech features and combines
these features to yield the recognized phoneme.

If p(i) gives the probability (or relative frequency)
that a specific speech feature assumes the value i and
p�( j) gives the probability (or relative frequency, re-
spectively) that the receiver receives the feature value
j, and p(i, j) gives the joint probability that the value
j is recognized if the value i is transmitted, then the
so-called transinformation T is defined as

T = −
N�

i=1

N�
j=1

p(i, j) log2

�
p(i)p�( j)

p(i, j)

�
. (4.10)

The transinformation T assumes its maximal value for
perfect transmission of the input values to the output
values, i. e., if p(i, j) takes the diagonal form or any
permutation thereof. T equals 0 if the distribution of
received feature values is independent of the distribu-
tion of input feature values, i. e., if p(i, j) = p(i)p�( j).
The maximum value of T for perfect transmission (i. e.,
p(i, j) = p(i) = p�( j)) equals the amount of informa-
tion (in bits) included in the distribution of input feature
values H , i. e.,

H =
N�

i=1

p(i)H(i) = −
N�

i=1

p(i) log2[p(i)] . (4.11)

In order to normalize T to give values between 0 and 1,
the so-called transinformation index (TI) is often used,
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Fig. 4.15 Schematic diagram of
a model of the effective auditory
processing using a front end to trans-
form the incoming speech signal into
and internal representation and a sub-
sequent back end, ideal recognition
stage which is only limited by the
internal noise

4.3.3 Internal Representation Approach
and Higher-Order Temporal-Spectral
Features

The internal representation approach of modelling
speech reception assumes that the speech signal is
transformed by our auditory system with some non-
linear, parallel processing operations into an internal
representation. This representation is used as the in-
put for a central, cognitive recognition unit which can
be assumed to operate as an ideal observer, i. e., it
performs a pattern match between the incoming inter-
nal representation and the multitude of stored internal
representations. The accuracy of this recognition pro-
cess is limited by the external variability of the speech
items to be recognized, i. e., by their deviation from
any of the stored internal templates. It is also limited
by the internal noise that blurs the received internal
representation due to neural noise and other physiolog-
ical and psychological factors. The amount of internal
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Fig. 4.16a–c Auditory spectrogram representation of the German word Stall. It can be represented by a spectrogram(a),
a bark spectrogram on a log- loudness scale(b) or as a contrast-enhanced version using nonlinear feedback loops
(after [4.6, 34]) (c)

noise can be estimated quite well from psychoacoustical
experiments.

Such an internal representation model puts most
of the peculiarities and limitations of the speech
recognition process into the nonlinear, destructive trans-
formation process from the acoustical speech waveform
into its internal representation, assuming that all trans-
formation steps are due to physiological processes that
can be characterized completely physiologically or by
psychoacoustical means (Fig. 4.15 for illustration).

Several concepts and models to describe such an
internal representation have been developed so far. Some
of the basic ideas are as follows.

1. Auditory spectrogram: The basic internal represen-
tation assumes that the speech sound is separated
into a number of frequency bands (distributed evenly
across a psychoacoustically-based frequency scale
like the Bark- or ERB-scale) and that the compressed
frequency-channel-specific intensity is represented
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1

Perception of4. Perception of Speech and Sound

The transformation of acoustical signals into
auditory sensations can be characterized by psy-
chophysical quantities like loudness, tonality,
or perceived pitch. The resolution limits of the
auditory system produce spectral and temporal
masking phenomena and impose constraints on
the perception of amplitude modulations. Binau-
ral hearing (i. e., utilizing the acoustical difference
across both ears) employs interaural time and in-
tensity differences to produce localization and
binaural unmasking phenomena such as the bin-
aural intelligibility level difference, i. e. the speech
reception threshold difference between listening
to speech in noise monaurally versus listening with
both ears.

The acoustical information available to the lis-
tener for perceiving speech even under adverse
conditions can be characterized using the Artic-
ulation Index, the Speech Transmission Index,
and the Speech Intelligibility Index. They can ob-
jectively predict speech reception thresholds as
a function of spectral content, signal-to-noise ra-
tio and preservation of amplitude modulations in
the speech waveform that enter the listener’s ear.
The articulatory or phonetic information available
to and received by the listener can be charac-
terized by speech feature sets. Transinformation
analysis allows to detect the relative transmis-
sion error connected with each of these speech
features. The comparison across man and machine

4.1 Basic Psychoacoustic Quantities ............. 2
4.1.1 Mapping of Intensity into Loudness 2
4.1.2 Pitch........................................... 4
4.1.3 Temporal Analysis and Modulation

Perception .................................. 5
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References .................................................. 21

in speech recognition allows to test hypotheses and
models of human speech perception. Conversely,
automatic speech recognition may be improved
by introducing human signal processing principles
into machine processing algorithms.

Acoustically produced speech is a very special sound to
our ears and our brain. Humans are able to extract the
information contained in a spoken message extremely
efficiently even if the speech energy is lower than any
competing background sound. Hence, humans are able
to communicate acoustically even under adverse lis-
tening conditions, e.g., in a cafeteria. The process of
understanding speech can be subdivided into two stages.
First, an auditory pre-processing stage where the speech
sound is transformed into its internal representation in
the brain and special speech features are extracted (such

as, e.g., acoustic energy in a certain frequency channel
as a function of time, or instantaneous pitch of a speech
sound). This process is assumed to be mainly bottom-up
with no special preference for speech sounds as com-
pared to other sounds. In other words, the information
contained in any of the speech features can be described
quite well by the acoustical contents of the input signal
to the ears. In a second step, speech pattern recognition
takes place under cognitive control where the internally
available speech cues are assembled by our brain to con-
vey the underlying message of the speech sound. This
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Fig. 4.11 SRT data (filled symbols) and predictions for three differ-
ent acoustical conditions and normal listeners. The crosses denote
model predictions without introducing appropriate processing er-
rors, whereas the open symbols denote predictions employing
internal processing errors, that have been taken from average values
in other psychoacoustical tasks (after [4.8])

and amplifies one or both input channels to yield an
approximate match (equalization) of the composite in-
put signal within each frequency band. In a second,
the cancelation stage, the signals from both respec-
tive sides of the head are (imperfectly) subtracted from

each other. Hence, if the masker (after the equaliza-
tion step) is approximately the same in both ears, the
cancelation step will eliminate the masker with the ex-
ception of some remaining error signal. Conversely, the
desired signal, which differs in interaural phase and/or
intensity relation from the masker, should stay nearly
unchanged, yielding an improvement in signal-to-noise
ratio. Using an appropriate numerical optimization strat-
egy to fit the respective equalization parameters across
frequency, the model depicted in Fig. 4.11 can predict
human performance quite well even under acoustically
difficult situations, such as, e.g., several interfering
talkers within a reverberant environment. Note that
this model effectively corresponds to an adaptive spa-
tial beam former, i. e., a frequency-dependent optimum
linear combination of the two sensor inputs to both
ears that yields a directivity optimized to improve the
signal-to-noise ratio for a given target direction and
interfering background noise. If the model output is
used to predict speech intelligibility with an appropri-
ate (monaural) speech intelligibility prediction method
[such as, e.g., the speech intelligibility index (SII),
see later], the binaural advantage for speech intelligi-
bility in rooms can be predicted quite well (Fig. 4.11
from [4.8]).

Note that in each frequency band only one EC cir-
cuit is employed in the model. This reflects the empirical
evidence that the brain is only able to cancel out one
direction for each frequency band at each instant of
time. Hence, the processing strategy adopted will use
appropriate compromises for any given real situation.

4.2 Acoustical Information Required for Speech Perception

4.2.1 Speech Intelligibility
and Speech Reception Threshold (SRT)

Speech intelligibility (SI) is important for various fields
of research, engineering, and diagnostics for quantify-
ing very different phenomena such as the quality of
recordings, communication and playback devices, the
reverberation of auditoria, characteristics of hearing im-
pairment, benefit using hearing aids, or combinations of
these topics. The most useful way to define SI is: speech
intelligibility SI is the proportion of speech items (e.g.,
syllables, words, or sentences) correctly repeated by (a)
listener(s) for a given speech intelligibility test. This op-
erative definition makes SI directly and quantitatively
measurable.

The intelligibility function (Fig. 4.12) describes the
listener’s speech intelligibility SI as a function of speech
level L which may either refer to the sound pressure level
(measured in dB) of the speech signal or to the speech-
to-noise ratio (SNR) (measured in dB), if the test is
performed with interfering noise.

In most cases it is possible to fit the logistic function
SI (L) to the empirical data

SI(L)= 1

A

⎛
⎝1+SImax

A −1

1+ exp
�
− L−Lmid

s

�
⎞
⎠ , (4.4)

with Lmid: speech level of the midpoint of the intelligi-
bility function; s: slope parameter, the slope at Lmid is
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